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PREFACE

Selected Papers in the Hydrologic Sciences is a new journal-type publication
aimed at meeting widespread public and professional interests of the hydrologic
community for timely results on hydrologic studies derived from the Federal
research program, and the Federal-State cooperative program of the U.S. Geo-
logical Survey. Also included will be results of some studies done on behalf of
other Federal agencies.

This second volume of the Selected Papers series, comprising nine topical
papers, addresses an array of topics including model simulation of ground- and
surface-water systems, hydrogeochemistry, biochemistry of aquatic environ-
ments, and selected physical and chemical techniques on hydrologic studies.

Dialogue between readers and authors is encouraged, and a discussion section
for reader’s comments and author’s replies will be included. Such dialogue,
which will relate to papers published in the first volume (July 1984) and this
volume, will be open for discussion until September 1985. Address comments to
Editor, Selected Papers in the Hydrologic Sciences, U.S. Geological Survey, 423
National Center, Reston, Virginia 22092,

ot v///—b/*" .

Seymour Subitzky
Editor
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S1 and Inch-Pound Unit Equivalents

International System of Units (SI), a modernized metric system of measurement. All values have been rounded to four significant digits.
Use of hectare (ha) as an alternative name for square hectometer (hm?) is restricted to measurement of land or water areas. Use of liter (L)

as a special name for cubic decimeter (dm?®) is restricted to the measurement of liquids and gases.

Multiply SI units By To obtain inch-pound units Multiply SI units By To obtain inch-pound units
Length Volume per unit time (includes flow) Continued
micrometer (um) 0.000 039 37 inch (in)
millimeter (mm) 0.039 37 inch (in) meter per second (m/s) 3.281 foot per second (ft/s)
centimeter (cm) 0.3937 inch (in) meter per day (m/d) 3.281 foot per day (ft/d)
meter (m) 3.281 foot (ft) meter? per day (m¥d) 10.76 foot? per day (ft¥/d)
1.094 yard (yd) meter’ per second (m¥s) 35.31 foot® per second (ft*/s)
kilometer (km) 0.621 4 mile (mi) 15.850 gallon per minute
(gal/min)
Area
Mass
centimeter? (cm?) 0.1550 inch? (in?) . .
meter? (m?) 10.76 foot? (ft2) microgram (ug) 0.00000 154 3 grain (gr)
1.196 yard? (yd?) gram (g) 0.03527 ounce, avoirdupois
0.000247 1 acre ) (ozavdp)
hectometer? (hm?) 2.471 acre kilogram 0.002 205 pound, avoirdupois
kilometer? (km?) 0.386 1 mile? (mi?) (Ib avdp)
Volume Mass per unit volume
centimeter® (cm?) 0.061 02 inch? (in%) microgram per liter 0.000 058 41 grain per gallon
milliliter (mL) (ug/L) (er/gal)
liter (L) 61.02 inch? (in%) milligram per liter 0.058 41 grain per gallon
1.057 quart (qt) (mg/L) (gr/gal)
0.2642 gallon (gal)
0.035 31 foot? (ft%) Temperature
33.82 ounce, fluid (0z)
2.113 pint (pt) degree Celsius (°C)  Temp °F= 1.8 temp °C + 32  degree Fahrenheit (°F)
1.057 quart (qt)
0.264 2 gallon (gal) Specific conductance
meter® (m?) 35.31 foot? (ft*)
3 3
3 6411‘;08 yalrld (vd I) microsiemens per centimeter 1.000 micromho per centimeter
50008107 ga o (gah) at 25 degrees Celsius at 25 degrees Celsius
) acre- oo; (uS/cm at 25°C) (pmho/cm at 25°C)
kil ter’ (km?) 02399 m'(lz 3':1? millisiemens per meter 1.000 millimho per meter
omel - ile’ (mi) at 25 degrees Celsius at 25 degrees Celsius
Volume per unit time (includes flow) (mS/m at 25°C) (mmho/m at 25°C)
gram per minute (g/min) 0.03527 ounce (avoirdupois) per Heat
(oz/min)
milliliter per minute (mL/min) 0.033 82 ounce (fluid) per minute Joule per meter day 0.000 159 1 British thermal unit per
(0z/min) degree Celsius foot day degree
liter per second (L/s) 0.035 31 foot® per second (J/md°C) Fahrenheit Btw/ftd°F
(fi¥/s) Joule per cubic meter 0.000014 92 British thermal unit per
15.85 gallon per minute degree Celsius cubic foot degree
(gal/min) (J/m**C) Fahrenheit Biw/ft*°F

Any use of trade names and trademarks in this publication is for descriptive purposes only and does not constitute endorsement by

the U.S. Geological Survey.
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Preliminary Modeling of an Aquifer Thermal-Energy

Storage System

By Robert T. Miller

Abstract

The University of Minnesota, the Minnesota
Geological Survey, and the U.S. Geological Survey are
studying the feasibility of storing water at a temperature of
150 degrees Celsius in the Franconia-lronton-Galesville
aquifer. The Aquifer Thermal-Energy Storage project has a
doublet-well design with a well spacing of approximately
250 meters. One well will be used for cool-water supply,
and, the other, for hot-water injection.

The U.S. Geological Survey is constructing a model
of ground-water flow and thermal-energy transport to aid
in determining the efficiency of the Aquifer Thermal-
Energy Storage system. A preliminary model of radial flow
and thermal-energy transport was constructed, based on
hydraulic and thermal properties of the Franconia-
Ironton-Galesville aquifer determined in previous studies.
The model was used to investigate the sensitivity of model
results to various hydraulic and thermal properties and to
study the potential for buoyancy flow within the aquifer
and the effect of various cyclic injection-withdrawal
schemes on the relative thermal efficiency of the aquifer.

Sensitivity analysis was performed assuming 8 days
of injection of 150-degree-Celsius water at 18.9 liters per
second, 8 days of storage, and 8 days of withdrawal of hot
water at 18.9 liters per second. The analysis indicates that,
for practical ranges of hydraulic and thermal properties,
rock-heat capacity is the least important property and
thermali dispersivity is the most important property used
to compute temperature and aquifer thermal efficiency.

The amount of buoyancy flow was examined for
several values of hydraulic conductivity and ratios of
horizontal to vertical hydraulic conductivities. For the
assumed base values of hydraulic and thermal properties,
buoyancy flow was negligible. The greatest simulated
buoyancy flow resulted from simulations in which
horizontal hydraulic conductivity was increased to 10
times the base value, and the vertical hydraulic
conductivity was set equal to the horizontal hydraulic
conductivity.

The effects of various injection-withdrawal rates and
durations on computed values of aquifer relative thermal
efficiency and final well-bore temperature were studied
for five 1-year hypothetical test cycles of injection and
withdrawal. The least efficient scheme was 8 months
injection of 150-degree-Celsius water and 4 months of
withdrawal of hot water at 18.9 liters per second. The

most efficient scheme was obtained with 6 months of
injection of 150-degree-Celsius water at 18.9 liters per
second and 6 months of withdrawal of hot water at 37.8
liters per second. The hypothetical simulations indicate
that the subsequent calibrated model of the doublet-well
system will be a valuable tool in determining the most
efficient system operation.

INTRODUCTION

In May 1980, the University of Minnesota, the
Minnesota Geological Survey, and the U.S.
Geological Survey began a cooperative study to
evaluate the feasibility of storing water heated to
150°C in the deep (180-240 m) Franconia-Ironton-
Galesville aquifer and later recovering it for space
heating. High-temperature water from the cooling
system for the University’s electrical-generation
facilities would supply heat for injection. The
Aquifer Thermal-Energy Storage (ATES) site and
doublet-well system design are shown
diagrammatically in figure 1. The injection-
withdrawal wells are approximately 250 m apart.
Water is pumped from one of the wells through a
heat exchanger where heat is added or removed.
Water then is injected back to the aquifer through the
other well. The experiment planned for testing the
ATES system includes a series of hot-water injection,
storage, and withdrawal cycles. Each cycle will be 24
days long, and the length of each injection, storage,
and withdrawal step of the cycle will be 8 days.

The U.S. Geological Survey is constructing a
ground-water-flow and thermal-energy-transport
model for evaluating the efficiency of the ATES
system. This paper describes sensitivity analyses for
individual preliminary model-input properties, the
potential for buoyancy-flow effects, and hypothetical
simulations of aquifer relative thermal efficiency.

HYDRAULIC AND THERMAL PROPERTIES

The Franconia-Ironton-Galesville aquifer is a
consolidated sandstone, approximately 60 m thick;

Preliminary Modeling of an Aquifer Thermal-Energy Storage System 1
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Figure 1. Location and block diagram of the Aquifer Thermal-Energy Storage site.

the top is approximately 180 m below land surface. It  low by the Eau Claire Formation, which is a 30-m-
is confined above by the St. Lawrence Formation, thick shale (fig. 1). Initial hydraulic testing with in-
which is an 8-m-thick dolomitic sandstone, and be- flatable packers indicates that the aquifer has four
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hydraulic zones with distinctly different values of hy-
draulic conductivity. The thickness and location of
each zone were determined by correlating data from
bore-hole geophysical logs, core samples, and the in-
flatable-packer tests. The stratigraphic relations of
the hydraulic zones, their thicknesses, and horizontal
hydraulic conductivities determined from these data
are shown in table 1.

Table 1. Hydraulic zonation, thickness, and horizontal hy-
draulic conductivity determined from bore-hole geophys-
ical logs, core samples, and inflatable-packer test data

Horizontal

Hydraulic zone Thickness hydraulic
(m) conductivity
(m/d)
Franconia Formation:
Upper - - — = = = = - - - - 14 0.6
Lower - - ~ - - = = - - - - 25 .03
Ironton Sandstone - - - - - - - - 15 1.2
Galesville Sandstone - - - - - - - 6 3

The average porosity for the Franconia-Iron-
ton-Galesville aquifer is approximately 25 percent
(Norvitch and others, 1973), and the average storage
coefficient is 3.6 x 10 (Miller, 1983).

Values of rock thermal conductivity and rock-
heat capacity are given in table 2 and represent aver-
ages from values given by Clark (1966) for different
sandstones and shales that are similar in composition
to the Franconia-Ironton-Galesville aquifer and the
confining beds, St. Lawrence and Eau Claire Forma-
tions. Thermal dispersivity was estimated from the
results of heat-storage testing by Sauty and others
(1979).

Table 2. Summary of relevant system thermal properties

Rock thermal conductivity joules per meter per day

(aquifer and confining beds) = 220x10° per degree Celsius
Thermal dispersivity =3 meters
Rock-heat capacity = 1.81x10¢ joules per cubic meter

per degree Celsius

NUMERICAL MODEL AND MATHEMATICAL
FORMULATION

Early in the study, a preliminary two-dimen-
sional, radial-flow, anisotropic, nonisothermal,
ground-water-flow and thermal-energy-transport
model was constructed. Sensitivity analyses were
made for a range of selected hydraulic and thermal
properties that are known or assumed to be charac-

teristic of the aquifer. The preliminary model also
was used for examining the relative efficiency of the
aquifer for thermal-energy storage for different injec-
tion and withdrawal rates and duration.

The numerical model code was developed for
the U.S. Geological Survey for calculating the effects
of liquid waste disposal in deep saline aquifers (In-
tercomp, 1976). The model uses finite-difference
techniques to solve simultaneously the equations of
fluid and energy transport. The mathematical formu-
lation of the model for radial flow is summarized
below.

The equation of ground-water flow (continuity
equation) for a fluid of variable density and viscosity,
such as water at varying pressure and temperature,
can be expressed as

k
v [p;(vp - png)] —q =L ()

where p is pressure, k is intrinsic permeability, p is
density, u is viscosity, g is gravitational acceleration,
n is porosity, ¢’ is mass rate of flow per unit volume
from sources or sinks (the injection rate for this ex-
periment), z is the spatial dimension in the direction
of g, and ¢ is the time dimension. The V operator for
an axially symmetric cylindrical coordinate system is
(1/r)(8/dr) + (8/8z), where r is the radial dimension.

The equation describing the transport of ther-
mal energy in ground-water system is

V-[pSH(Vp - ngz)] +V-K-VT - g, o

d

where H is enthalpy, K is hydrodynamic thermal dis-
persivity (thermal conductivity plus hydrodynamic
dispersivity), T is temperature, q, is rate of heat loss
across boundaries, U is internal energy, and (pC,)z is
the heat capactiy of the aquifer matrix (a product of
its density and specific heat); all other terms are as
defined in equation 1. Boundary conditions for this
equation are (1) specified flux of heat at the well
radius, associated with the source-sink term ¢’, (2)
heat convection at the model lateral boundary, and
(3) heat conduction across the confining beds
(Papadopulos and Larson, 1978).

The radial-flow model simulates the St. Law-
rence, Franconia, Ironton, Galesville, and the Eau
Claire Formations. It consists of 16 variable-width
node spacings in the vertical direction and 21 loga-
rithmically increasing-width node spacings in the ra-
dial direction. The vertical spacings range from ap-
proximately 5 to 10 m. The smallest radial spacing is
0.18 m, and the largest is 26.8 m. The lateral model
boundary represents one-half of the distance between

Preliminary Modeling of an Aquifer Thermal-Energy Storage System 3



production wells A and B (125 m) and is simulated as
a constant head.

Injection and withdrawal of heated water is
through 12 vertical nodes, which, when combined
represent the Franconia-Ironton-Galesville aquifer.
Radially, the nodes represent the diameter of the well
bore (0.18 m). Injection and withdrawal at the well
bore into and out of each horizontal layer is based
upon the layer mobility alone. Mobility is propor-
tional to the relative layer permeability-thickness
product divided by the total well-bore interval per-
meability thickness (Intercomp, 1976).

The confining beds, the St. Lawrence and Eau
Claire Formations, are simulated by two nodes each.
Energy transport is by convection and conduction at
the respective inner boundaries of these confining
beds with the Franconia-Ironton-Galesville aquifer
and by conduction at their respective boundaries op-
posite the aquifer. Energy transport at the model’s
lateral boundary is by conduction and convection.

The regional gradient within the study area for
the Franconia-Ironton-Galesville aquifer is estimated
to be approximately 0.0002 with a natural pore ve-
locity of 0.005 m/d (Roman Kanivetsky, Minnesota
Geological Survey, written commun., 1980). This low
regional flow rate will not impact seriously results of
the sensitivity analyses because of the short term of
the simulations or modeling of the hypothetical long-
term relative efficiency because storage periods are
not simulated. Therefore, the natural flow system is
not simulated by the model.

As described above, the ATES system will oper-
ate with a doublet-well system. The steady-state
flowfield for a doublet-well system with well spacing
equal to that of the ATES system (250 m) is shown in
figure 2. The equipotential lines indicate that the pre-
liminay model assumption of radial flow is less exact
with increasing distance from the center of either
well bore. The interpretation of the preliminary mod-
el results, in terms of representing the ATES doublet-
well system, will be related to the radial distance that
heat will move away from the well for the period of
simulation; that is, the farther the heat moves away
from the well, the less exact the assumption of radial
flow. For the preliminary model simulations de-
scribed in this report, all the heat was maintained
within the boxed area around the injection well
shown in figure 2. Figure 2 also shows the location of
the preliminary model lateral boundary in relation to
the doublet-well flowfield.

SENSITIVITY ANALYSIS

Sensitivity analyses were made on the prelimi-
nary model for the hydraulic properties of hydraulic

4 Selected Papers in the Hydrologic Sciences

conductivity, porosity, and vertical anisotropy and
on the thermal properties of rock thermal conductivi-
ty, rock-heat capacity, and thermal dispersivity. A
radial-flow base model was constructed with data ob-
tained from bore-hole geophysical logs, analysis of
core samples, and inflatable-packer tests and from
previous studies and laboratory values reported in
text books. Base-model hydraulic and thermal char-
acteristics are described in tables 1 and 2,
respectively.

The purpose of the sensitivity analysis was to
determine the relative importance of individual hy-
draulic and thermal characteristics in the computa-
tion of temperatures and aquifer thermal efficiency
in relation to the preliminary radial-flow model. This
information then could be used to guide data collec-
tion and the adjustment of model-input properties
during calibration of subsequent models with data
from the 24-day test cycles. Therefore, the simulation
used in sensitivity analysis consisted of 8 days of
injection of water at a rate of 18.9 L/s and a tempera-
ture of 150°C, 8 days of storage, and 8 days of with-
drawal at a rate of 18.9 L/s comprising the 24-day
test cycle.

The majority of injected heat calculated by the
preliminary model during sensitivity-analysis simula-
tions was concentrated within a radial distance of
approximately 14 m from the injection well. None of
the sensitivity-analysis simulations calculated move-
ment of injected heat beyond approximately 17 m.
The 17- and 14-m radial distances from the well are
shown in figure 3, which is an enlargement of the
boxed area shown in figure 2. Comparison of the
equipotential lines for the doublet-well system and
the 17-m model-computed radial extent of heat
movement indicates that the preliminary model radi-
al-flow assumption is fairly accurate for the sensitivi-
ty-analysis simulations. However, as indicated in the
discussion of “Buoyancy Flow,” the sensitivity of cer-
tain properties may change with longer term cycles
(greater than 60 days).

To determine the relative sensitivity of the
model simulation to different values of selected
properties, temperature versus time plots were con-
structed from model results and compared with simi-
lar plots for the base-model simulation. The tempera-
tures represent a point within the Ironton-Galesville
Formation at a radial distance of approximately 6.5
m from the production well. Aquifer thermal effi-
ciency was calculated as a percentage by dividing the
total heat produced during recovery by the total heat
injected. The aquifer thermal efficiency of the base
simulation is 51.0 percent. The following discussion
of individual properties is ordered from least to most
sensitive in the model simulation.
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Figure 2. Flowfield showing a doublet-well system similar to the Aquifer Thermal-Energy Storage.

Hydraulic and Thermal Properties

Ratio of Horizontal to Vertical Hydraulic Conductivity

In the radial-flow model, horizontal hydraulic
conductivity (Ky) is equal in all horizontal directions.
Therefore, the only anisotropy that can be simulated
is the ratio of horizontal to vertical hydraulic conduc-
tivity (Ky).

The ratio of Ky to Ky was varied from an iso-
tropic condition (Ky/Ky = 1) to Ky/Ky equal to 100.
The base value of Ky/Ky is assumed to be 10

(Norvitch and others, 1973). Figure 4 shows that sim-
ulation of different values of Kuy/Ky had negligible
effect on model-computed temperatures. The calcu-
lated aquifer efficiencies are 50.7 percent for Ke/Ky
equal to 1 and 50.9 percent for Ku/Kv equal to 100.
Model insensitivity to Kuy/Ky is probably due to the
relatively low values of hydraulic conductivity. The
ratio of Ky to Ky will be shown to be more important
in the simulation of heat convection at the thermal
front due to density differences between the warm
injection water and the cooler ground water. The re-
lation between Ky/Ky and water-density differences
is described in the section “Buoyancy Flow.”

Preliminary Modeling of an Aquifer Thermal-Energy Storage System 5
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Efficiency Storage system.

Rock Thermal Conductivity

the sensitivity analysis. Figure 5 shows the computed
The values of rock thermal conductivity were temperatures for different values of rock thermal

varied in the model according to the approximate conductivity. The plots indicate a small divergence in
values given in Clark (1966) for sandstones compara-  the computed temperatures during storage, which is
ble in composition to those in the Franconia-Ironton-  reflected in their aquifer thermal efficiencies of 51.8
Galesville aquifer. The reduction of rock thermal and 50.3 percent for rock thermal conductivities of
conductivity with temperature increase, as reported 1.25x 10° and 3.14 x 10° J/md°C, respectively. This
by Birch and Clark (1940), Sommerton and others divergence probably is due to the effects of the rock
(1965), and Clark (1966), is not accounted for in the thermal conductivity which are small in comparison
computer code. This should not be a problem be- to the effects of heat convection in the moving
cause the reduction of rock thermal conductivity de-

ground water during injection. Therefore, the simu-
scribed by these authors is small for the injection lated effects of thermal conductivity are not observed
temperature (150°C), is within the range described until the storage period and remain constant through
for sandstone aquifers (Clark, 1966), and is used in withdrawal.
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Horizontal Hydraulic Conductivity

Values of horizontal hydraulic conductivity
(fig. 6) that are an order of magnitude greater than
and less than the assumed base values (table 1) were
simulated in the model; the ratio of Ky to Ky was set
equal to 10. The order of magnitude less than the
value resulted in computed temperatures and an ag-
uifer thermal efficiency that differed only slightly
from the base simulation. The order of magnitude
more than the value of hydraulic conductivity result-
ed in lower computed temperatures during storage
and a calculated aquifer thermal efficiency of 49.5
percent (base value equals 51.0 percent). This proba-
bly is due to vertical convection resulting from the
temperature-induced density differences between the
natural and injected ground water. This effect is dis-
cussed in more detail in the section “Buoyancy
Flow.” In brief, the density differences between the
warmer injected water and the cooler water in the
aquifer causes hot water to move to the top of the
aquifer where heat can be lost to the upper confining
layer or to move laterally away from the production
well.

Porosity

A range of porosity values was selected from
published data (Clark, 1966; Norvitch and others,

1973); the laboratory analysis of core samples; natu-
ral gamma, gamma-gamma, and neutron borehole ge-
ophysical data; and analyses of cores of the Franco-
nia and Ironton and Galesville Formations in
southern Minnesota (Minnesota Gas Co., oral com-
mun., 1980). The values ranged from 0.10 to 0.40.
The median value, 0.25, was assumed to be the base
value. Differences in model-calculated temperature
(fig. 7) for the values of simulated porosity were
greatest during the injection period. This probably is
due to the inverse proportionality of porosity to
ground-water velocity. During injection-withdrawal,
convection of heat by the moving ground water is the
major mechanism of energy transport near the well
where, for this analysis, the observation point is lo-
cated. The greater the porosity the slower the heat
front will move and, thus, the lower the temperature
calculated at the observation point. Model-calculated
aquifer efficiencies for the porosities of 0.10 and 0.40
were 51.5 and 50.1 percent, respectively.

Rock-Heat Capacity

Rock-heat capacity is the product of rock densi-
ty and rock specific heat and is the ability of the rock
to store heat. Ranges of heat capacity were obtained
from Sommerton and others (1965) and were calcu-
lated by using data from Sommerton and others
(1965), Clark (1966), Hellgeson and others (1978),
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Figure 6. Model-computed temperatures for different values of horizontal hydraulic conductivity.
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and Robie and others (1978) and from methods de-
scribed by Martin and Dew (1965). The base value
for rock-heat capacity represents a sandstone with a
composition similar to sandstones in the Franconia-
Ironton-Galesville aquifer. The low value of rock-
heat capacity represents a quartz-rich sandstone, and
the high value represents a clay-rich sandstone. The
denser the rock, or the higher the specific heat, the
greater the energy required to heat the rock. This is
reflected in the model-computed temperatures in fig-
ure 8 for different values of rock-heat capacity. Low-
er temperatures are calculated for higher values of
rock-heat capacity because of the amount of energy
required to heat the rock. Calculated aquifer thermal
efficiencies for rock heat capacities of 1.00 x 10 and
2.68 x 10%)/m3*°C are 51.7 and 50.3 percent,
respectively.

Thermal Dispersivity

The model was most sensitive to thermal dis-
persivity which, unfortunately, is the most difficult
property to measure in the ground-water-flow sys-
tem. Although the body of data is not large, Sauty
and others (1979) concluded from heat-injection
tracer tests and model studies that thermal dispersiv-
ity is probably of the same order of magnitude as
dispersivities measured by means of chemical trac-

ers. Sauty and others (1979) also described thermal
dispersivity as a function of scale, suggesting a value
of 0.1 m for a heat-storage radius of 10 m in iso-
trophic aquifers. A base value of 3 m was assumed
for sensitivity analysis.

In general, thermal dispersivity may be visual-
ized as the dispersion of the thermal front, which is
due to the length of the path a particle might take in
going from one point in the aquifer to another point
in the aquifer, and as a function of the properties of
the aquifer. The thermal front, defined for this re-
port, is the transition zone between the warm inject-
ed water and the cooler water in the aquifer. Figure 9
shows a plan view of a hypothetical thermal front. It
is important to note that the relative width of the
thermal front can vary from point to point within the
aquifer. Where the particle path is more direct, the
thermal dispersivity is smaller, the thermal front is
thinner, and hotter water moves past a relative point
faster. Where the path is longer, the dispersivity is
larger, the thermal front is wider, and hotter water
moves past a relative point slower. This is apparent
in the very high temperature computed by the model
early in the injection period, shown in figure 10, fora
thermal dispersivity of 0.0 m and in the much lower
temperature computed for a thermal dispersivity of
6.0 m.

Preliminary Modeling of an Aquifer Thermal-Energy Storage System 9
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Figure 8. Model-computed temperatures for different values of rock-heat capacity.

Thermal dispersivity also has the greatest effect
on the model-computed aquifer thermal efficiencies.
A dispersivity of 0.0 m results in an efficiency of 66.8
percent, and a dispersivity of 6.0 m results in an
efficiency of 43.4 percent.

Buoyancy Flow

Hellstrom and others (1979) described the ef-
fects of thermal convection, or buoyancy flow, which
were due to the differences in density of the injected
hot water and the cooler water in the aquifer. Their
work was related to heat storage in shallow glacioal-
luvial aquifers, which generally have permeabilities

Thermal front

Thermal front
Cooler aquifer water

(No scale)

Figure 9. Plan view of hypothetical thermal front.
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higher than values reported for the Franconia-Iron-
ton-Galesville aquifer. Figure 11 illustrates the ef-
fects of buoyancy flow. During early injection, the
thermal front (transition zone between the hotter in-
jected water and colder aquifer water) is approxi-
mately vertical. The thermal front is unstable because
the hotter, lower density water tends to rise convec-
tively above the more dense cold water, resulting in
thermal stratification in the aquifer and tilting of the
thermal front. Heat losses from the aquifer to the
confining units is roughly proportional to the areas of
the upper and lower surfaces of the warm water re-
gion (fig. 11) (Hellstrom and others, 1979). Because
buoyancy flow tends to increase in this region, it also
increases the potential for heat loss. Excessive buoy-
ancy flow may reduce seriously the efficiency of aqui-
fer thermal storage.

To examine the potential for buoyancy flow
and its possible effect on the thermal efficiency of the
Franconia-Ironton-Galesville aquifer, the prelimina-
ry nonisothermal, radial-flow, energy-transport mod-
el was used to simulate the 24-day test cycle from
wlich temperature versus depth plots were construct-
ed for selected values of Ky; and Ki/Ky. As in previ-
ous simulations, the observation point for model-
computed temperatures is 6.5 m radially from the
injection well. The 24-day test cycle was simulated in
the same way as in the sensitivity analysis with 8
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Figure 10. Model-computed temperatures for different values of thermal dispersivity.

days of injection of water at 18.9 L/s of 150°C water
and followed by 8 days of storage and 8 days of
withdrawal at 18.9 L/s. To examine the effect of
buoyancy flow due to natural convection and due to
forced convection during injection and withdrawal,
vertical temperature profiles were constructed for the
end of simulated injection, storage, and withdrawal
periods.

Figure 12 illustrates the temperature profile at a
radial distance of 6.5 m from the injection well for
the base conditions (tables 1, 2) used in the sensitivi-
ty analysis and with K,/Ky equal to 10. At the end of
the simulated injection, little evidence of buoyancy
flow remains. The temperature profile illustrates ver-
tical heat losses to the upper and lower confining

(ARSI IR
Gontinings n|5//

Injection of
warm water

Figure 11. Horizontal injection of warmer water in an
aquifer with excessive thermal stratification illustrating
tilting of the thermal front, or buoyancy flow (Hellstrom
and others, 1979).

Preliminary Modeling of an Aquifer Thermal-Energy Storage System

layers and to the lower part of the Franconia Forma-
tion. The vertical and horizontal heat losses are ap-
parent after the storage period, but tiiting of the ther-
mal front is small. At the end of withdrawal, thermal
tilting is not apparent. It should be noted that some
vertical convection can be observed by comparing
the model-computed temperatures within the confin-
ing layers. At the end of the withdrawal period, the
temperature in the upper confining layer, the St.
Lawrence Formation, is warmer than the tempera-
ture in the lower confining layer, the Eau Claire For-
mation, even though the temperature in the Ironton-
Galesville Formation is hotter than the temperature
in the upper part of the Franconia Formation. It also
should be noted that temperatures in the lower part
of the Franconia Formation continued to increase
during withdrawal, indicating that heat conduction
from above and below is greater than forced convec-
tion from pumping into or out of this part of the
formation. If heat injected or conducted to the lower
part of the Franconia Formation is not recoverable,
then the efficiency of the aquifer thermal-storage sys-
tem could be reduced significantly.

Figure 13 illustrates the model-computed tem-
perature profile for conditions similar to those in
figure 10 except that horizontal and vertical hydrau-
lic conductivities are equal. The computed tempera-

11
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ture profiles in figure 13 are similar to figure 10 ex-
cept for a slightly larger tilt in the thermal front after
the storage period and slightly higher temperatures in
the upper confining layer (St. Lawrence Formation)
and the lowermost point (lower Franconia Forma-
tion). This is because simulation of a larger vertical
hydraulic conductivity allowed for easier vertical
heat conduction, which resulted in greater thermal
stratification and buoyancy flow. The small amount
of heat lost due to greater buoyancy was reflected in a
calculated aquifer thermal efficiency that was 0.2
percent lower than the aquifer thermal efficiency cal-
culated for base conditions.

To further examine the effects of buoyency flow
within the possible range of hydraulic conductivity
for the aquifer, hydraulic conductivity was simulated
as 10 times the base value with K;/Ky equal to 10
(fig. 14). The computed temperature profiles at the
end of the storage period are similar to those in
figures 12 and 13 except in the Ironton-Galesville
aquifer, where the thermal front is moderately tilted.
Also, computed temperatures are higher in the upper
part of the Ironton-Galesville aquifer during the
withdrawal period than in the previous simulation.
This resulted in greater heat loss to the lower part of
the Franconia Formation and an aquifer thermal effi-

ciency that was 1.3 percent lower than in the base
simulation.

Figure 15 illustrates model-computed tempera-
ture profiles for hydraulic conductivities 10 times the
base values and Ky equal to Ky. The buoyancy flow is
evident in the thermal tilting produced in the upper
part of the Franconia and the Ironton and Galesville
Formations at the end of the storage and withdrawal
periods. The greater buoyancy flow resulted in an
aquifer thermal efficiency that was 2.9 percent lower
than in the base simulation.

It is important to note that the temperature in
the lower Franconia Formation continued to increase
throughout the simulated test cycle for each of the
assumed conditions. As stated earlier, losses to the
lower part of the Franconia Formation may result in
a significantly lower thermal efficiency of the forma-
tion. A method for possible reduction of heat loss to
this part of the aquifer may be screening only the
permeable parts of the upper part of the Franconia
and the Ironton and Galesville Formations and, thus,
not injecting hot water directly into the lower part of
the Franconia Formation.

Finally, it must be noted that in simulations
used to investigate buoyancy flow and tilting of the
thermal front, only horizontal and vertical hydraulic
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Figure 14. Model-computed temperature profiles at the end of simulated injection, storage, and withdrawal for hydraulic

conductivities equal to 10 times the base value.
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conductivity were varied while other hydraulic and
thermal properties were not. It is possible that for
other values of porosity, thermal dispersivity, rock-
heat capacity, and thermal conductivity different re-
sults may be obtained for simulations of buoyancy
flow.

AQUIFER THERMAL EFFICIENCY

The feasibility and success of an ATES system
are determined by the amount of thermal energy that
can be stored in and recovered from the aquifer. Ag-
uifer thermal efficiency, expressed as a percentage,
was calculated as the total energy withdrawn divided
by the total energy injected. For base values of hy-
draulic and thermal properties, the flow and energy-
transport model calculated a thermal efficiency of 51
percent for simulation of short-term test cycles. Al-
though the model is sensitive to values of certain
hydraulic and thermal characteristics in terms of cal-
culated temperature, simulation of different values of
the properties resulted in only small differences in
calculated thermal efficiency. Generally, these differ-
ences were less than 2 percent, except for thermal
dispersivity where values were approximately 7 per-
cent. In terms of estimating aquifer thermal efficien-
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¢y, the model sensitivity analysis only indicates the
possible range of thermal efficiency based on the pos-
sible range of values of hydraulic and thermal proper-
ties. Better definition of these properties will im-
prove model estimates of efficiency.

The sensitivity analysis indicates the properties
that need to be defined more precisely to make the
model estimate as accurate as possible. However, in
addition to the physcial properties of the aquifer sys-
tem, operational factors also will affect the thermal
efficiency of the ATES system. These factors include
temperature of injected water, rate of injection and
withdrawal, and duration of injection, storage, and
withdrawal. To test the effects of these factors on
thermal efficiency, a series of model simulations were
performed in which these factors were varied, and
the results were compared. Base values of hydraulic
and thermal properties were used in all these
simulations.

As described above, the ability of the prelimi-
nary radial-flow model to simulate the ATES doub-
let-well system is related to the radial distance that
heat will move away from the well for the period of
simulation. Model computed temperatures for the
short-term cycle simulations (fig. 16) indicate that
injected heat was contained within a radial distance



of approximately 20 m. This radial distance is shown
in figure 3. Comparison of the equipotential lines for
the doublet-well system and the 20-m, model-com-
puted radial extent of heat indicates that the short-
term cycle simulations are fairly representative of the
doublet-well system.

Longer term simulations indicate that heat will
be contained within an 85-m radial distance for the
6-month injection periods and a 90-m radial distance
for the 8-month injection periods (figs. 17-20). These
two radial distances are plotted on figure 3. A com-
parison of the 85- and 90-m radial distances with the
equipotential lines for the doublet-well system indi-
cates that the preliminary model radial-flow assump-
tion may not represent adequately the doublet-well
system for the longer term cycles. However, the use-
fulness of the results of the preliminary model long-
term simulations is not affected because the purpose
of the simulations is to describe how the operational
factors of injection and withdrawal rates and dura-
tion can affect the aquifer efficiency. The aquifer effi-
ciencies obtained from the long-term simulations are
termed relative. Although they may not exactly rep-
resent efficiencies that would be obtained from the
working ATES doublet-well system, they are compa-
rable to each other and, thus, serve the intended
purpose.

For purposes of this study, short-term testing
cycles were defined as 8 days of injection at 18.9 L/s
of 150°C water, 8 days of storage, and 8 days of
withdrawal at 18.9 L/s for a total of 24 days. Figure
16 shows a plot of model-computed well-bore tem-
peratures as a function of time for five sequential 24-
day cycles as simulated by the base radial-flow mod-
el. Also indicated at the end of each 24-day cycle is
the aquifer thermal efficiency. The plot indicates
that, for the short-term uniform cycles, the aquifer
thermal efficiency tends to increase with successive
cycles. This is because injected water must heat up
the aquifer from its initial ambient temperature of
approximately 10°C. At the beginning of subsequent
injections, the aquifer is warmer due to residual heat
that was not completely recovered from the previous
cycle. The graph also indicates that the aquifer ther-
mal efficiency will approach a maximum value after
several cycles. For the simulation depicted in figure
16, the maximum aquifer efficiency probably will be
between 60 and 65 percent.

A working ATES system would not operate on
the short-term (24-day) test cycles but rather on year-
ly cycles based on seasonal thermal-energy surplus
and demand. Figure 17 shows model-computed well-
bore temperatures and relative thermal efficiencies
for five continuous 1-year cycles of 8 months of injec-
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tion at 18.9 L/s of 150°C water and 4 months of
withdrawal at 18.9 L/s. The model conditions are
similar to those previously described for five 24-day
cycles. Relative thermal efficiencies of the aquifer
range from 34 to 39 percent, and well-bore tempera-
tures at the end of withdrawal range from approxi-
mately 80° to 105°C.

Figure 18 shows model-computed well-bore
temperatures and relative thermal efficiencies of the
aquifer for conditions similar to those shown in fig-
ure 17 except that the withdrawal rate is 37.7 L/s.
The relative thermal efficiency of the aquifer ranges
from 52 to 61 percent, and the well-bore temperature
at the end of each cycle ranges from approximately
45° 10 75°C.

Figure 19 shows model-computed well-bore
temperatures and aquifer relative efficiencies calcu-
lated for five continuous 1-year cycles each consisting
of 6 months of injection at 18.9 L/s of 150°C water
and 6 months of withdrawal at 18.9 L/s. Relative
thermal efficiency of the aquifer at the end of each
cycle ranges from 51 to 59 percent, and the well-bore
temperature at the end of each cycle ranges from
approximately 45° to 70°C.

Figure 20 shows model-computed well-bore
temperatures and relative thermal efficiencies of the
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aquifer calculated for conditions similar to figure 19
except that the withdrawal rate is 37.8 L/s, or twice
that used for the calculations in figure 19. Aquifer
relative thermal efficiencies are the highest of any of
the simulations and range from 73 to 84 percent.
This simulation also produces the lowest well-bore
temperatures at the end of each cycle ranging from
approximately 25° to 35°C.

To summarize, figures 17 through 20 illustrate
aquifer relative thermal efficiencies and well-bore
temperatures based on 1-year cycles with hypotheti-
cal injection-withdrawal rates and periods. It is obvi-
ous, from a comparison of the graphs, that operation-
al methods which increase aquifer thermal efficiency
also lower well-bore temperatures at the completion
of each cycle. Thus, for a working ATES system, a
required minimum well-bore temperature also may
limit the aquifer thermal efficiency. The simulations
shown in figures 16 through 20 also demonstrate one
method for developing an optimization scheme for a
working ATES system by use of a calibrated ground-
water-flow and thermal-energy-transport model.

Finally, a similarity between the relative ther-
mal efficiencies of the aquifer in figures 16 and 19
should be noted. Each curve represents a different
hypothetical cyclic scheme in terms of time and rate.
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The only common factor between them is the injec-
tion temperature and the total volume of water in-
jected and withdrawn. Relative thermal efficiencies
for the simulation depicted in figure 16, however, are
calculated at a significantly reduced time scale (by a
factor of approximately 15), which suggests that it
may be possible to obtain adequate estimates of aqui-
fer thermal efficiency and well-bore temperatures
with reduced time-scale simulations.

SUMMARY

In May 1980, the University of Minnesota be-
gan an ATES study on the St. Paul campus. The
ATES system uses a doublet-well design with an in-
jection-withdrawal well spacing of approximately 250
m. Hot water (150°C) will be injected into the deep
(180-240 m) Franconia-Ironton-Galesville aquifer, a
consolidated sandstone. The aquifer is confined
above by the St. Lawrence Formation, a dolomitic
sandstone, and below by the Eau Claire Formation, a
shale. Short-term testing will consist of 8 days of
injection at 18.9 L/s of 150°C water, 8 days of stor-
age, and 8 days of withdrawal of heated water at 18.9
Lr/s.

The U.S. Geological Survey is constructing a
ground-water-flow and thermal-energy-transport
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model to aid in evaluation of the ATES concept. A
preliminary radial-flow model for ground-water flow
and thermal-energy transport was constructed with a
code developed for the U.S. Geological Survey for
calculating the effects of liquid waste disposal in deep
saline aquifers. Vertically, the model consists of 16
layers ranging in thickness from approximately 5 to
10 m, which simulates the aquifer and the confining
layers. The radial spacings range from 0.18 to 26.8 m.
The smallest radial spacing represents the well bore,
and the largest radial spacing is one-half of the dis-
tance between the doublet wells, or a radius of 125 m.
Sensitivity analysis was made on the prelimina-

ry radial-flow and thermal-energy-transport model
for hydraulic conductivity, porosity, Ku/Ky, rock
thermal conductivity, rock-heat capacity, and ther-
mal dispersivity. Each simulation consisted of 8 days
injection at 18.9 L/s of 150°C water, 8 days of stor-
age, and 8 days of withdrawal at 18.9 L/s for one
complete 24-day cycle. Individual model properties
were varied for the assumed base values and plots of
model-computed temperature versus time were con-
structed for a radial distance of 6.5 m from the well
bore. Resulting curves then were compared with each
other and with curves for other model properties to
determine model sensitivity in terms of calculated
temperature and aquifer thermal efficiency. Model



results indicate that hydraulic and thermal properties
may be ranked in terms of increasing model sensitivi-
ty as follows: Kyu/Kv, rock thermal conductivity, hy-
draulic conductivity, porosity, rock-heat capacity,
and thermal dispersivity.

The preliminary radial-flow and thermal-ener-
gy-transport model also was used to study the poten-
tial effects of thermal convection, or buoyancy flow,
due to density differences between the cooler natural-
temperature ground water and the heated injection
water. The preliminary model simulated 8 days of
injection of 150°C water at 18.9 L/s, 8 days of stor-
age, and 8 days of withdrawal at 18.9 L/s. Values of
Ky and Kw/Ky were varied individually by an order
of magnitude. Vertical profile plots of temperature
were constructed at the end of injection, storage, and
withdrawal at a radial distance of 6.5 m. Tilting of
the thermal front caused by buoyancy flow was not
apparent in the temperature profile plots at the end
of injection, storage, or withdrawal for the assumed
base values of hydraulic and thermal properties.
Simulating horizontal Ky at 10 times the base value
and Ky equal to Ky resulted in significant tilting of
the thermal front at the end of storage and withdraw-
al, indicating the importance of accurate data collec-
tion and analyses for these two hydraulic properties.

The preliminary radial-flow and thermal-ener-
gy-transport model also was used to examine the ef-
fects on aquifer thermal efficiency of hypothetical
test cycles consisting of various periods of injection
and withdrawal of hot water and varying withdrawal
rates. Simulations consisted of five injection-with-
drawal cycles of 1 year each representing a total of 5
years of system operation. In all simulations, injec-
tion was 18.9 L/s of 150°C water. Aquifer thermal
efficiency was calculated as total energy withdrawn
divided by total energy injected. The least efficient
cycle simulated consisted of 8 months of injection at
18.9 L/s and 4 months of withdrawal at 18.9 L/s. The
aquifer efficiency computed at the end of the fifth
cycle was 39 percent, and the final well-bore tempera-
ture was 130°C. The most efficient simulation con-
sists of 6 months of injection at 18.9 L/s and 6
months of withdrawal at 37.8 L/s. The computed effi-
ciency after five cycles was 84 percent, and the final
well-bore temperature was 46°C.
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Low-Level Radioactive Ground-Water Contamination
From a Cold-Scrap Recovery Operation, Wood River

Junction, Rhode Island

By Barbara J. Ryan and Kenneth L. Kipp, Jr.

Abstract

In 1981, the U.S. Geological Survey began a 3-year
study of ground-water contamination at a uranium-
bearing cold-scrap recovery plant at Wood River Junction,
Rhode Island. Liquid wastes from this industrial site were
discharged to the environment through evaporation
ponds from 1966 to 1980. Leakage from the
polyethylene- and polyvinylchloride-lined ponds resulted
in a plume of contaminated ground water that extends
from the ponds northwestward to the Pawcatuck River
through a highly permeable sand and gravel aquifer of
glacial origin.

Electrical conductivity, determined by
electromagnetic methods, was used to delineate the
plume areally before observation wells were installed.
These data, combined with water-quality data from more
than 100 observation wells, indicate that the plume is
approximately 2,300 feet long and 300 feet wide and is
confined to the upper 80 feet of saturated thickness
where sediments consist of medium to coarse sand and
gravel. No contamination has been detected in fine sands
and silts underlying the coarser materials. Piezometric
head and water-quality data from wells screened at
multiple depths on both sides of the river indicate that
contaminants discharge to the river and to a swampy area
at the west edge of the river. Dilution precludes detection
of contaminants once they have entered the river, which
has an average flow of 193 cubic feet per second.

Water-quality data collected from April 1981 to June
1983 indicate that strontium-90, technetium-99, boron,
nitrate, and potassium exceed background concentrations
by an order of magnitude in much of the plume.
Concentrations of gross beta emitters range from 5 to 500
picoCuries per liter. No gamma emitters above detection
levels have been found. Electrical conductivity of the
water ranges from 150 to 4,500 micromhos per centimeter
at 25 degrees Celsius. Water-quality sampling shows
zones of concentrated contaminants at both ends of the
plume, separated by a zone of less contaminated water.
Laboratory tests for exchangable cations indicate little
capacity for uptake by the coarse sediments. In the
swamp, reducing conditions may promote observable
solute interaction with sediments or organic material.

INTRODUCTION

Liquid wastes containing radionuclides and
other chemical solutes from an enriched uranium
cold-scrap recovery plant have leaked from polyethy-
lene- and polyvinylchloride (PVC)-lined ponds and
trenches into a highly permeable sand and gravel ag-
uifer in southern Rhode Island. The resultant plume
of ground-water contamination extends about 2,300
ft from the ponds and trenches to the Pawcatuck
River and the contiguous swamp into which ground-
water discharge occurs. In 1981, the U.S. Geological
Survey began a 3-year study of this ground-water
contamination at a plant at Wood River Junction,
Rhode Island (fig. 1). The objectives of the study are
to (1) identify constituents in the plume, (2) deter-
mine solute interaction with aquifer materials, (3)
model ground-water flow and solute transport in the
study area, and (4) use the model to predict residence
times in the aquifer and fate of contaminants in the
plume.

Contaminated ground water at this site moves
through a highly permeable glacial outwash aquifer
that yields water readily to wells. The Rhode Island
Water Resources Board has conducted test drilling
around Wood River Junction and has considered de-
veloping ground water from the Meadow Brook
Pond area for use both within and outside the basin.
The possibility that supply wells developed in the
area might be contaminated as a result of migration
of contaminated water beneath the Pawcatuck River
is of concern to the Water Resources Board.

By October 1982, most of the data collection
network for the investigation was in place, and rou-
tine water-level measurements, water-quality sam-
pling, and precipitation measurements were begun.
This paper describes geohydrologic conditions at the
site, the source of ground-water contamination, and
presents preliminary findings based on data collected
through June 1983. National Geodetic Vertical Da-
tum of 1929 is referred to as sea level in this report.
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PLANT HISTORY AND CONTAMINATION
SOURCE

From 1964 to 1980, an enriched uranium cold-
scrap recovery plant was operated (fig. 2) at Wood
River Junction, Rhode Island. Acid digestion with
hydrofluoric and nitric acids and organic separation
with tributyl phosphate and kerosene were used in
the process. Solid wastes from the process were
shipped offsite, and liquid wastes were discharged to
the Pawcatuck River through a drain pipe from 1964
to 1966 and to uncovered “evaporation“ ponds and
trenches from 1966 to 1980.

In southern Rhode Island, however, average an-
nual precipitation is much greater than average annu-
al evaporation; for example, from 1950 to 1970, pre-
cipitation at the National Weather Station at
Kingston, Rhode Island, 9 mi northeast of the study
area, averaged 46.06 in/yr while estimated annual
free water surface evaporation for the same period
was only 29 in/yr (National Oceanic and Atmospher-
ic Administration, 1982). This and the fact that .
highly permeable sediments occur beneath the ponds
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and trenches indicate that much of the liquid waste
discharged to the ponds and trenches did not evapo-
rate but rather percolated into unconsolidated depos-
its beneath the site.

The depth of the ponds and trenches ranged
from 3 to 15 ft below land surface; the bottoms of the
ponds were 9 to 13 ft and the bottoms of the trenches
were 1 to 3 ft above high water table.

From 1964 to 1966, liquid wastes were dis-
charged to the Pawcatuck River through a buried
drain 1,500 ft in length. Beginning in 1966, liquid
wastes were discharged into a pond approximately
5,000 ft? in area and 6 ft in depth (fig. 2). Pond
capacity or overflow problems due to precipitation
and disposal flow rates (estimated by plant officials
to have averaged about 400 gal/d) led to periodic
construction of additional ponds and trenches. In
1967, a second pond (8,400 fi? in area and 4 ft in
depth) was used as a replacement, and, in 1972, a
new pond was constructed in the same area as the
original pond. A series of trenches were built to
replace the first and second ponds in 1977 and were
used until 1979. The liquid waste disposal ponds and
trenches encompassed approximately 25,000 ft2.
These disposal sites are considered to be the source
of the contaminated liquid percolation to the water
table. In 1979, a covered tank with a double poly-
ethylene liner was constructed 50 ft north of the orig-
inal pond area (fig. 2) to hold the liquid waste during
evaporation and concentration processing. To date,
no evidence exists for ground-water contamination
from the covered tank storage area.

Because data on chemical composition and
physical properties of the liquid wastes are limited
and concentrations of chemical and radiochemical
constituents in waste discharges changed with time,
defining the actual source loadings is not possible. In
addition to hydrofluoric and nitric acids, tributyl
phosphate, and kerosene, the following chemicals
were used in the recovery process and were present in
the liquid wastes in varying concentrations: alumi-
num nitrate, calcium hydroxide, mercury, sodium
carbonate, sodium hydroxide, and potassium hydrox-
ide. Although primarily nonirradiated fuel elements
were processed from 1964 to 1980, slightly irradiated
fuel elements from test reactors were processed from
1967 to 1980. This could account for the strontium-
90 and technetium-99 that are in the contaminated
water.

Processing at the plant, which ended in August
1980, currently is being decommissioned. Material
from the bottom of the ponds and trenches and sedi-
ment from below the ponds and trenches were re-
moved and combined with a cementlike mixture and
shipped offsite for burial. Sediments in the unsatu-
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rated zone between the pond and trench bottoms and
the water table were not sampled.

PREVIOUS SITE INVESTIGATIONS

From 1974 to 1977, the Rhode Island Water
Resources Board drilled approximately 20 test holes
on the plant property to obtain lithologic and water-
quality data for evaluating potential areas for
ground-water development. Water-quality data ob-
tained as part of the Water Resources Board investi-
gation indicate ground water of high conductivity
(5,500 pymho/cm at 25°C), high nitrate (225 mg/L),
and significant gross alpha (43 pC/L) and gross beta
(489 pC/L) emitters 1,100 ft from the source area
(Dickerman and Silva, 1980, p. 177-178). In 1977,
the company installed 10 observation wells between

the plant and the river that ranged in depth from
approximately 50 to 80 ft. Water-quality data ob-
tained by the company from one of these wells indi-
cate ground water of high conductivity (14,500
pmho/cm at 25°C), high nitrate (2,200 mg/L), and
significant gross beta emitters (1,518 pC/L) 200 ft
from the source area (Dickerman and Silva, 1980, p.
177-178).

In 1977, resistivity surveys were conducted by
David Huntley, University of Connecticut, and by
Daniel Urish, University of Rhode Island. Results of
these surveys indicated a plume of ground water with
high conductivity between the plant site and the Paw-
catuck River. Adjacent to the source area, depth
below land surface of the highest conductance water
was estimated to be 40 ft (David Huntley, written
commun., 1981). Maximum known extent of con-
tamination at the start of the present study (October
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1982) was approximately 1,200 ft from the source
area.

STUDY AREA DESCRIPTION
Geology

The study area is underlain by the Hope Valley
Alaskite Gneiss, a metamorphic rock unit of Late
Proterozoic age (570-900 million years old). The
gneiss was an igneous rock unit that underwent one
and possibly two episodes of metamorphism (Moore,
1959). The bedrock crops out east, northeast, west,
and southwest of the study area, and unconsolidated
glacial deposits of Pleistocene age (less than 1 million
years old) have been deposited on top of the bedrock.

Glacial till deposits (poorly sorted clays, silts,
sands, gravels, and boulders) form a relatively thin
(less than 20 ft) mantle over the bedrock (LaSala and
Hahn, 1960) and appear at land surface east of the
plant site (fig. 3). Glacial outwash deposits (well-
sorted silts, sands, and gravels) were deposited in the
bedrock valley (fig. 4) and range in thickness from 0
to 300 ft in some parts of the valley.

In the bedrock valley, the outwash deposits con-
sist of predominantly medium to coarse sands and
gravels to a depth of about 80 ft below land surface
and mostly fine sands and silts below a depth of 80 ft
(fig. 4). A glacial terminal moraine (till with some
stratified deposits) approximately 3 mi south of the
study area may be responsible for the fine sands and
silts at depth. Slow-moving glacial meltwater flowing
into a lake behind the moraine apparently resulted in
the deposition of the fine-grained sediments.

The fine sands and silts are cohesive in places;
however, few clay-sized particles have been found to
date. Clay-sized particles from two split spoon sam-
ples taken from the fine sand and silt unit were 2.94
and 3.07 percent. Clay-sized particles taken from
seven split spoon samples from the coarse sand and
gravel unit ranged from 0.12 to 7.60 percent, with an
average value of 1.53 percent and a median value of
0.38 percent. In two locations (one approximately
100 ft south of Meadow Brook Pond and one be-
tween the plant site and river) where test holes have
exceeded 150 ft in depth, a zone (5-15 ft) of coarse
sands has been encountered below the fine silts and
sands and above the bedrock surface. The mineralo-
gy of the outwash deposits is predominately quartz
and feldspars; dark minerals (biotite and hornblende)
are generally more abundant in the finer sediments
(F. T. Manheim, written commun., 1983).
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Hydrology

The plant site, located within the lower Paw-
catuck River basin, is approximately 2 mi east of the
junction of the Pawcatuck and Wood Rivers. Uncon-
solidated deposits near the junction of these two riv-
ers comprise the most extensive accumulation of sed-
iments in the lower Wood aquifer (Gonthier and
others, 1974, p. 7). The aquifer is approximately 8
mi in length and ranges from 2,000 to 8,000 ft in
width with the majority of it extending north, north-
west, and west of the plant site. Saturated thickness
in the Ellis Flats area exceeds 290 ft. Swamp and till
deposits form the southern and eastern limits of the
aquifer, respectively.

The aquifer is unconfined with a water table
that slopes westward from the plant site at an average
gradient of 28 ft/mi. The lower boundary of the
aquifer is the bedrock surface (fig. 4). Generally,
ground-water movement in the aquifer is from the
lateral boundaries or till upland areas toward the
Pawcatuck River (fig. 5). Ground water discharges to
the Pawcatuck River, which is the major surface
water drainage from the study area. Ground-water
potentials (fig. 6) show upward vertical movement of
water into the Pawcatuck River and contiguous
swampy area west of the river.

Water enters the ground-water system through
infiltration of precipitation (rainfall or snowmelt).
Overland runoff and some ground-water flow from
adjacent till-covered bedrock areas also enter the ag-
uifer. Based on annual average runoff of 27.51 in
from 1966 to 1980 upstream of the U.S. Geological
Survey gage on the Pawcatuck River at Wood River
Junction and a relation developed by Mazzaferro and
others (1978, p. 45), long-term average annual
recharge to the aquifer is estimated to be 26 in/yr.
Assuming ground-water outflow is a conservative es-
timate of the amount of natural recharge, Mazzaferro
and others (1978) related ground-water outflow to
the percentage of stratified drift in a drainage basin.
The relation developed by linear regression is de-
scribed by the equation,

Y =35+ 0.6X,

where Y equals ground-water outflow as a percent of
total runoff and X equals percentage of total basin
area underlain by stratified drift. For this case, X =
100.

Discharge of water from the aquifer occurs
through ground-water runoff and evapotranspiration,
primarily where the water table is near the land sur-
face. Hydraulic conductivity of till is estimated to
average about 1 ft/d as does the till in the nearby
upper Pawcatuck River basin (Allen and others,
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Figure 4. Generalized geologic section along line A-A".

1966, p. 9), whereas hydraulic conductivity of out-
wash deposits at the plant, estimated from lithologic
logs, is about 180 ft/d (Gonthier and others, 1974,
plates 2, 4). Hydraulic conductivity determined from
analyses of three aquifer tests made within a 1-mi
radius of the site, including one on the plant supply
well (fig. 2), ranged from 140 to 190 ft/d (D. C. Dick-
erman, oral commun., 1983). Hydraulic conductivity
of the fine sands and silts at depth probably falls
somewhere in between those of the tills and coarse
outwash deposits. Fractures in the bedrock also yield
water to wells but generally only enough for domestic
supplies (5 gal/min or less) (Allen, 1953, p. 26).
Ground-water flow, which was calculated from a
water-table gradient of 28 ft/mi, an estimated aquifer
porosity of 0.38 (obtained from averaging porosity
values from six sediment samples), and hydraulic-
conductivity estimates that ranged from 140 to 190
ft/d, ranged from 1.95 to 2.65 ft/d.
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Uncontaminated ground and surface water in
the study area generally meet U.S. Environmental
Protection Agency (1976) drinking water standards.
Specific conductance, an indication of dissolved min-
erals in the water, is generally less than 100 pumho/cm
at 25°C. Principal cations, sodium, calcium, potassi-
um, and magnesium are present in concentrations of
14 mg/L or less; principal anions, sulfate, chloride,
and nitrate are present in concentrations of 20 mg/L
or less. Some naturally occurring radionuclides, such
as potassium-40 (1 pC/L), radium-226 (3 pC/L), radi-
um-228 (2 pC/L), and strontium-90 (3 pC/L), have
been detected in ground and surface water in the
study area.

EXPLORATION TECHNIQUES

Geophysical techniques and well drilling were
used to define the hydrogeologic system and contam-
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ination plume. Geophysical techniques included
seismic refraction to determine depth to bedrock, ge-
ophysical well logging (gamma gamma, natural gam-
ma, and neutron) to determine relative lithologic dif-
ferences within a given well and from well to well,
and electromagnetic (inductive) conductivity surveys
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to locate areas within the aquifer containing water of
high specific conductance.

More than 135 observation wells ranging in
depth from 10 to 230 ft were installed during six
drilling phases using hollow-stem auger, mud rotary,
and drive-and-wash methods. Wells generally were



constructed of 1%- to 1%2-in diameter flexible poly-
ethylene or rigid PVC plastic pipe. Two wells were
constructed with 5-in diameter rigid PVC pipe for
geophysical logging purposes, and two wells were
constructed with 1%-in diameter galvanized steel for
continuous water-level recording. Screened intervals
or well points ranged from 2 to 10 ft in length and
were either No. 10 (0.010-in) or No. 12 (0.012-in)
slot. The first drilling phases were used to install
relatively shallow (less than 30-ft) observation wells
to determine the water-table configuration. Later
phases were devoted to the installation of wells rang-
ing in depth from 10 to 100 ft to locate the contami-
nation plume horizontally and vertically. Ten split
spoon samples were taken for such sediment analyses
as cation exchange capacities, mineralogic descrip-
tions, porosity tests, and sieve analyses.

CONTAMINATION PLUME

The plume of contaminated ground water ex-
tends from the source area northwestward approxi-
mately 1,500 ft to the Pawcatuck River and south-
westward approximately 800 ft in a downstream
direction through the swampy area west of the river,
a total distance of 2,300 ft (figs. 7, 8). Dilution pre-
cludes detection of contaminants once they have en-

tered the river which has an average discharge of 193
ft3/s. The plume is approximately 300 ft in width and
is confined to the upper 80 ft of saturated thickness
(fig. 9) where sediments consist of medium to coarse
sand and gravel. The top of the contamination
plume is depressed below the water table, and its
depth increases as it moves away from the source
area. The plume obtains a maximum depth (80 ft
below land surface) between 1,400 and 1,500 ft from
the source area. Beneath the discharge area (river
and adjacent swamp), the plume rises to land surface.

Specific gravity of three samples of contaminat-
ed ground water collected in 1981 ranged from 1.000
to 1.001 (Daniel Urish, written commun., 1982). It
is assumed, therefore, that freshwater recharge on top
of the plume is probably responsible for increased
depth of the plume away from the pond area. Sea-
sonal variations in hydrologic conditions may affect
dimensions of the plume; for example, high precipi-
tation in the spring of 1983 depressed the contamina-
tion plume below the water table at the river-swamp
interface (fig. 10).

Chemical and radiochemical constituents in the
contaminated water include nitrate (5-600 mg/L),
boron (20-400 pg/L), potassium (3-25 mg/L), stron-
tium-90 (4-250 pC/L), and technetium-99 (75-1,350
pC/L). Due to the expense of the analytical proce-
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dure, only five water samples have been analyzed for
technetium-99 (two by the U.S. Geological Survey
and three by Oak Ridge Associated Universities). In
these five samples, strontium-90 accounts for 10 to
30 percent of the gross beta activity; the remainder is
attributed to technetium-99. The sums of strontium-
90 and technetium-99 actually may exceed the gross
beta activity level for a given sample; this is most
likely due to the fact that the separation and counting
efficiency for individual radionuclide measurements
is greater than that of the gross beta counting appar-
atus. Concentrations of gross beta emitters range
from 5 to 500 pC/L. No gamma emitters above de-
tection levels have been found. Electrical conductivi-
ty of the water ranges from 150 to 4,500 pmho/cm at
25°C. Dissolved solids have been measured up to
3,500 mg/L, and these concentrations interfere with
the detection of alpha emitters. Concentrations of
chemical constituents in contaminated water at the
plant site, and background concentrations are sum-
marized in table 1.

From 1982 to 1983, two zones of concentrated
contaminants were present at both ends of the plume
and were separated by a zone of less contaminated
water. The zone near the Pawcatuck River resulted
from infiltration of contaminants while the plant was
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processing material (1964-80). The zone near the
source area apparently resulted from flushing of addi-
tional contaminants from the unsaturated zone while
the sediment below the ponds and trenches was being
excavated for site-decommissioning.

Sediment- and water-quality analyses from
sampling locations from the plant to the river indi-
cate chemical and radiochemical constituents are not
being sorbed by aquifer materials. Cation-exchange
capacities from five split spoon samples ranged from
0.1 to 4.2 milliequivalent per 100 grams (meq/100 g),
with a median value of 0.5 meq/100 g. Technetium-
99 and strontium-90 have been detected in water
from observation wells that are 1,500 and 2,000 ft,
respectively, from the plant. In the swamp, however,
reducing conditions may promote observable solute
interaction with sediments or organic material once
the plume rises to land surface. Additional sediment-
and water-quality analyses are being conducted on
materials from the swamp.

SUMMARY

Liquid wastes from an enriched uranium cold-
scrap recovery plant have leaked into a highly perme-
able sand and gravel aquifer in southern Rhode Is-
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Figure 9. Strontium-90 concentration in ground water at the plant site, October 1982.
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Table 1. Representative chemical analyses of water from observation wells near the middle of, the edge of, and outside

the contaminant plume
[Results in milligrams per liter except as indicated]

Observation Observation Observation
well in middle well on edge well outside
of plume, of plume, of plume,
Chemical constituent Feb. 17, 1982 Feb. 3, 1982 Dec. 23, 1981
Alkalinity-CaCO; - - - - - - 7 3 9
Boron (ug/l) - - - - - - - - 230 50 <10
Cadmium (pg/l) - - - - - - 1 2 <1
Calcium - = = = - - - - - - 720 50 4.1
Chloride - - - - - - - - - - 180 9.2 5.0
Copper (pg/l) - - - = - - - 4 2 5
Fluoride - - - - - - - - - - <.1 <.1 <.1
Hardness - - - - - - - - - 1,900 130 16
Iron (ug/l) - - - - = - - - - 250 20 310
Lead (ug/ L) - == = - = = - - 5 6 1
Magnesium - - - - - - - - 23 1.5 1.4
Manganese (ug/L) - - - - - - 600 67 1,600
Nickel (ug/l) - - - - - - - - 14 1 2
Nitrate (NO, + NO,) - - - - - 580 37 .18
pH (units) - - - - = = - - - 5.6 5.7 5.6
Phosphorus
(orthoasP) - - — - - - - - <.01 <.01 <.01
Potassium - - - - - - - - — 21 3.4 2.5
Silica - - - - - - - - - - - <.1 11 6.9
Sodium - - - - - - - - - - 25 7.8 4.4
Specific conductance
(umho/cm at 25°C) - - - - 4,260 376 77
Strontium-90 (pC/L) - - - - - 222 6.7 29
Sulfate ~ -~ - - - - - - - - - 50 14 14
Water temperature (°C) - - - 12.0 11.5 10.5
Zinc (ug/l) - -~ - - - -~ -~ - - 50 11 16
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An Electromagnetic Method for Delineating
Ground-Water Contamination,
Wood River Junction, Rhode Island

By Paul M. Barlow and Barbara J. Ryan

Abstract

Surface electromagnetic (EM) surveys were conduct-
ed in August 1981 to delineate the areal and vertical ex-
tent of ground-water contamination at a site in Wood
River Junction, Rhode Island. The surveys were conduct-
ed in conjunction with a 3-year study of low-level radio-
active ground-water contamination from a cold-scrap re-
covery operation (Ryan and Kipp, 1983).

Surface electromagnetic induction techniques that
measure terrane conductivity were used in August 1981 at
a low-level radionuclide waste site in Wood River Junc-
tion, Rhode Island, to delineate areal and vertical extent
of contamination in a sand and gravel aquifer of glacial
origin. Data from the terrane-conductivity survey were
consistent with values of specific conductance of ground
water measured as part of a 3-year study of ground-water
contamination at the site. Data from the terrane- and
specific-conductance surveys indicate that a plume of
contaminated ground water extends from wastewater
lagoons and trenches at the plant site to the Pawcatuck
River. Above background terrane conductivities are pres-
ent over an area that is 370 meters in length, ranges in
width from 100 to 200 meters, and ranges in depth from
land surface to 25 meters below land surface.

Electromagnetic data were contoured in linear and
in dimensionless logarithmic units. Electromagnetic data
contoured in linear units indicated high-conductivity
zones that suggested potential ground-water contamina-
tion. Linear contouring also depicted changes in conduc-
tivity with depth more clearly than did the logarithmic
contouring.

Logarithmic contouring of electromagnetic data was
successful in masking background noise, thereby de-
lineating boundaries of the contamination plume more
clearly. Selection of background apparent-conductivity
values at the site for the logarithmic contouring schemes
proved to be the greatest objection to the logarithmic
method. Background values which were too high caused
an unrealistic reduction in the boundaries of the contami-
nation plume, whereas background apparent-conductivi-
ty values that were too low allowed interference from
background noise to bias the hydrogeologic
interpretation.

INTRODUCTION

Surface electromagnetic (EM) surveys were con-
ducted in August 1981 to delineate the areal and
vertical extent of ground-water contamination at a
site in Wood River Junction, Rhode Island. The
surveys were conducted in conjunction with a 3-year
study of low-level radioactive ground-water contami-
nation from a cold-scrap recovery operation (Ryan
and Kipp, 1983).

Surface electromagnetic induction techniques
that measure terrane conductivity have been found
to be an effective tool in the preliminary assessment
of ground-water pollution at many industrial and
municipal contamination sites (Kelly, 1976, p. 7;
Greenhouse and Slaine, 1983, p. 49; McNeill, 1980b,
p. 11). Electromagnetic induction techniques are a
relatively inexpensive and reliable method of map-
ping contamination plumes and may, in the early
stages of a study of ground-water contamination, aid
in the placement of water-quality observation wells
(Greenhouse and Slaine, 1983, p. 49).

The ability of earth materials to transmit an
electrical current is related directly to the electrical
conductivity of the interstitial pore fluid and, to a
lesser extent, the rock type. Electrical conductivity of
the interstitial pore fluid (water) is determined pri-
marily by ion concentrations in the solution. As the
ion content of the pore fluid increases, the ability of
the fluid to conduct an electrical charge and the con-
ductivity of the earth material also increase.

The instrument used in the EM surveys consists
of an alternating-current transmitter coil that produc-
es a time varying magnetic field (primary field),
which, in turn, induces small eddy currents in the
earth (fig. 1). These currents produce a secondary
magnetic field, which, together with the primary
magnetic field, are intercepted by a receiver coil (Mc-
Neill, 1980b, p. 5; Evans, 1982, p. 105-108; Zohdy
and others, 1974, p. 55). Because the magnitude of
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Figure 1. Schematic model showing theory of electromag-
netic instrumentation and terrane-conductivity measure-
ment. (A) Transmitter coil produces primary magnetic field
(Hp); (B) Induced current loops produce a secondary mag-
netic field (Hs). Relationship to eddy currents not shown;
(O) Current flow is achieved by the availability of charged
particles in the sediments and pore fluids; and (D) Receiv-
er coil senses primary and secondary magnetic fields.
Conductivities are recorded.

the currents induced by the transmitter is a function
of hydrogeologic conditions, the magnitude of the
secondary EM field is linearly proportional to the
terrane conductivity (relative ease with which an
electrical current will flow through the rock type).
The apparent terrane conductivity measured by
the receiver coil is a function of the thickness of the
rock type layer, the electrical conductivity of the pore
fluid, depth of the rock type layer from the surface,
intercoil spacings, and operating frequencies of the
instrument (Evans, 1982, p. 108; McNeill, 1980b, p.
5). The relative contributions to the apparent con-
ductivity of each of these factors need not be deter-
mined to interpret electromagnetic data. Results of
data collected from many traverses at a study site are
adequate to indicate relative lateral changes in the
terrane conductivity (Evans, 1982, p. 108).
Greenhouse and Slaine (1983, p. 47-59) sug-
gested that the presentation of electromagnetic data
should be standardized by converting measured ap-
parent conductivity values to logarithmic ratios of
measured values to background apparent-conductivi-
ty values. The dimensionless ratios then are con-
toured to outline the zone of contamination. Green-
house and Slaine cited three advantages to
logarithmic contouring of converted data over linear
contouring of raw data: First, logarithmic contours of
converted data do not cluster near the contaminant
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source to the extent that linear contours of raw data
might; second, a common format of instrument and
survey results may be realized by the use of
nondimensional contour units with a zero back-
ground value; and, finally, the method of contouring
logarithmic values is objective except for the choice
of a background apparent-conductivity value.

This report summarizes the use of EM surveys
to delineate a ground-water contamination plume at
a low-level radioactive waste site in Wood River
Junction, Rhode Island (fig. 2). The objectives of
this paper are to compare the results of EM surveys
to specific conductance measurements of ground
water to evaluate the ability of such a survey to delin-
eate ground-water contamination and the advantages
and disadvantages of linear and logarithmic contour-
ing of electromagnetic data.

In this report, the results of horizontal- and ver-
tical-dipole measurements are included. It has been
noted (McNeill, 1980b, p. 6; Greenhouse and Slaine,
1983, p. 48) that data acquired from the vertical-di-
pole configuration are more commonly subject to
cultural interferences than data acquired from hori-
zontal-dipole configurations. Misalinement of coils
in the vertical-dipole configuration and a pro-
nounced departure from linearity of response at high
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values of terrane conductivity also may be causes for
spurious readings in the vertical-dipole
configuration.

SITE DESCRIPTION

From 1966 to 1980, liquid wastes containing
radionuclides and other chemical solutes were dis-
charged to lined lagoons at a cold-scrap uranium-
recovery plant in Wood River Junction, Rhode Is-
land (fig. 3). Leakage from the lagoons resulted in
contamination of a highly permeable sand and gravel
aquifer of glacial origin. Chemical constituents in
the contaminated ground water included nitrate, po-
tassium, strontium-90, and technetium-99. Concen-
trations of nitrate and calcium, both of which were
present in plant effluents, ranged from 3 to 600 mg/L
and from 10 to 700 mg/L, respectively. Nitrate and
calcium ions were the predominant constituents of
the high dissolved-solids concentrations (as much as
1,960 mg/L) in the contaminated ground water.

Specific conductance of contaminated ground
water sampled from approximately 100 observation

wells ranged from 150 to 5,000 pS/cm at 25°C; un-
contaminated ground water at the site generally had a
specific conductance of less than 100 pS/cm at 25°C.
Specific conductance data indicate that a plume of
contaminated ground water extends from the plant
area to the Pawcatuck River and adjacent swamp.
The plume is 520 m long and 100 m wide (fig. 4) and
is confined to the upper 25 m of saturated thickness,
where sediments consist of medium to coarse sand
and gravel (fig. 5). The top of the contamination
plume is about 10 m below the water table between
the plant and river, whereas contamination is en-
countered at the water table within the swamp area.

ELECTROMAGNETIC SURVEY

Method

The EM surveys were conducted in August
1981 (Duran, 1982) with a Geonics EM 34-3 induc-
tive terrane-conductivity meter. Measurements
were obtained in both horizontal- and vertical-dipole
modes at 20-m intercoil separations, providing effec-
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Figure 3. Location of observation wells and electromagnetic stations.
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Figure 4. Specific conductance of ground water, Wood River Junction, Rhode Island, April 1982,

tive depths of exploration on the order of 15 and 30
m, respectively (fig. 6). A thorough explanation of
the electrical conductivity of soils and rocks and of
the theory and operation of the EM 34-3 instrument
has been given by McNeill (1980a, b).

EM stations were located by pace and compass
with the aid of aerial photographs. Data stations
were located midway between the transmitter and
receiver coils (Duran, 1982, p. 106). Six traverses
(lines 3-8) were made approximately perpendicular
to the direction of ground-water flow between the
plant and the eastern bank of the Pawcatuck River
(fig. 7; table 1). On the western side of the river, one
traverse (line 2) was made parallel to the river; this
traverse then formed the basis for several traverses
perpendicular to the river (line 1). Station spacings
were approximately 33 m, with the exception of those
located near the plant and in the swamp west of the
Pawcatuck River, which were 15 m apart.

Linear and Logarithmic Contouring

Contouring of the electromagnetic data was
done by two methods using linear and logarithmic
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units. The first method (linear contouring) consisted
of contouring apparent-conductivity values from
field measurements at 1.0 to 2.0 mS/m at 25°C con-
tour intervals. Contouring of EM data in this man-
ner did not necessitate the determination of a back-
ground apparent-conductivity level. Therefore, no
attempt was made to determine the level of back-
ground noise [natural scatter of terrane-conductivity
values caused by “topography, spatial or temporal
variations in the depth to water table, observation
accuracy, lateral changes of lithology, and cultural
interference from power lines, metal fences, etc.”,
Greenhouse and Slaine (1983, p. 48)].

The second method of contouring follows the
recommendation of Greenhouse and Slaine (1983, p.
49). They suggested the conversion of data to the
following logarithmic format:

20 log,g ——2&2Y)

o (background) '

where o (x,y) equals apparent conductivity readings
at any location on a grid with x and y coordinates
and o (background) equals the background apparent-
conductivity value.
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The dimensionless ratios (decibel units) ob-
tained from the logarithmic format for each station
and the linear nondimensionless values then are con-
toured. The zero logarithmic contour [0 decibel (db)]
then separates contaminated from noncontaminated
areas. Contour intervals of 4 db, which were used in
this study, correspond to incremental changes of a
factor of approximately 1.6 above background appar-
ent conductivity.

Results

Data from the EM surveys indicate a high-con-
ductivity zone at the site in an area which extends
from the plant to the Pawcatuck River and adjacent
swamp (figs. 8~13). Above background conductivi-

ties are present over an area 370 m in length by 100
to 200 m in width; this is compatible with specific
conductance results (fig. 14).

Although difficult to quantify, the vertical ex-
tent of the high-conductivity zone has been qualita-
tively identified with the aid of effective depths of
penetration for the horizontal- and vertical-dipole
configurations (fig. 6). Contours of linear vertical-
dipole data show local high-conductivity zones near
the power substation and near the plant, where fences
and transmission lines are concentrated (fig. 11).
These elevated conductivity values may be the result
of electrical currents produced by the power substa-
tion and power lines that interfere with the electro-
magnetic instrumentation or high ground-water con-
ductivity between 6 and 12 m below land surface [the
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interval of the aquifer that contributes most to the
vertical-dipole configuration (fig. 6)].

Vertical-dipole values remain high (5 mS/m at
25°C) from the plant to within about 100 m of the
Pawcatuck River and indicate that some ground-
water contamination has occurred of 6 to 12 m below
land surface. However, specific conductance values
indicate that the most contaminated ground water is
present 13 to 20 m below land surface near the river
(fig. 5). Because the maximum contribution to the
vertical-dipole configuration occurs in the depth in-
terval between 0.3 and 0.6 percent of the intercoil
spacing, the vertical-dipole configuration has not
sensed fully this high-conductivity zone. A greater
intercoil spacing (such as 40 m), however, may have
sensed this zone. Vertical-dipole values increase from
4 10 6 mS/m at 25°C on the western side of the
Pawcatuck River, which suggests that contamination
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may occur within the 6- to 12-m interval in this
swampy area.

On the contrary, however, horizontal-dipole
measurements (fig. 8) remain low (2-3 mS/m at
25°C) to the east of the Pawcatuck River but increase
to between 4 and 8 mS/m at 25°C to the west of the
river in the swampy area. Because the greatest con-
tribution to horizontal-dipole measurements is from
near-surface electrical conditions (fig. 6), elevated
conductivity measurements in the swamp may result
from (1) the absence of a resistive, unsaturated layer
in the area, (2) the variation in grain size from uncon-
solidated sand and gravel east of the river to silt and
organic matter in the swamp, or (3) a rise in the
electrical conductivity of the ground water. Although
the absence of a resistive, unsaturated layer in the
swampy area probably adds to the overall increase in
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conductivity levels there, elevated levels of ground-
water contamination are suspected. Horizontal- and
vertical-dipole linear contouring of EM data show
clustering of contour lines in this area (figs. 8, 11).

Logarithmic contouring schemes (figs. 9 and
10, 12 and 13) were obtained by first assigning back-
ground values to the logarithmic equation given by
Greenhouse and Slaine (1983). Background values at
the study site were obtained in the following ways:
(1) By averaging the low apparent-conductivity val-
ues for those stations which are believed to reflect
uncontaminated terrane conductivities and (2) by
subjectively setting a background apparent-conduc-
tivity value below which contamination does not
seem likely.

Background values are determined more easily
if the lithology of the study site is known. In the
present study, the presence of a conductive, saturat-
ed, swampy zone to the west of the Pawcatuck River,
consisting of silt, clay, and organic material, resulted

in a higher range of background apparent-conductivi-
ty values than to the east of the river, which consists
of unconsolidated sands and gravels. To bring the
western and eastern areas of the site into a common
range of decibel values, higher values were assigned
to the western side of the river than to the eastern
side.

Differences in the ranges of apparent-conduc-
tivity values for the horizontal-and vertical-dipole
modes also necessitated the use of two background
apparent-conductivity values (one for the horizontal
and one for the vertical configuration) in each area of
the site to the east and to the west of the river.

Table 2 summarizes background apparent-con-
ductivity values used in this study.

Contours of logarithmic data reflect above
background conductivities from the plant to the river
in the vertical and horizontal modes. Contours of
horizontal-dipole values converted to averaged back-
ground apparent-conductivity levels (fig. 6) show
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Table 1. Electromagnetic data from horizontal and vertical dipoles at study area

[Data in millisiemens per meter at 25°C.; ---, no measurement}
Electromagnetic Dipole Electromagnetic Dipole
station Horizontal Vertical station Horizontal Vertical
Line 1: Line 4:
A 3.9 5.1 A 1.9 2.1
B 39 35 B 3.2 4.8
C 4.4 5.5 C 2.9 3.7
D 33 - D 3.1 33
E 4.2 4.3 E 1.7 2.6
F 6.3 4.3 F - 2.6
G 4.9 6.4 Line 5:
H 35 37 A 1.8 2.3
I 3.9 33 B 1.8 1.7
J 4.1 4.1 C 3.0 2.4
K 4.6 6.3 D 2.8 34
L 8.4 4.8 E 3.0 5.0
F 35 4.8
Line 2: G 2.0 2.6
A 23 3.4 H - 2.6
B 2.3 3.2 Line 6:
C 2.6 33 A 1.9 2.6
D 2.4 3.0 B 1.9 3.4
E 2.4 25 C 2.2 3.2
F 2.9 3.0 D 29 5.4
G 4.6 6.0 E 3.2 5.0
H 6.6 4.9 F 1.9 2.6
I 9.0 6.0 Line 7:
J 8.5 5.7 A 1.4 25
K 7.2 6.5 B 1.9 5.2
L 9.7 3.4 C 2.6 4.0
M 7.2 5.8 D 25 5.0
N 6.2 7.2 E 1.5 2.8
(@) 3.7 5.5 Line 8:
P 3.5 35 A 1.6 1.9
Q 34 34 B 2.8 2.7
C 1.0 1.8
Line 3: D 33 5.0
A 1.8 2.0 E 32 5.6
B 23 3.4 F 4.4 7.5
C 4.8 4.8 G 33 8.4
D 2.6 4.6 H 4.4 13.0
E 1.8 33 I 3.2 6.2
F - 2.5 J 1.8 2.6
higher decibel levels (8 db) in the swamp than to the DISCUSSION

east of the river (as they did in the linear-contouring
scheme). Because lithologic variations have been
masked deliberately in the logarithmic ratios, higher
decibel levels probably reflect increased ground-
water contamination, which was suggested by the
clustering of linear contours in the swamp. However,
if contamination has occurred in the swamp, it has
been masked slightly by the second scheme of con-
touring logarithmic ratios in which a subjectively as-
signed background apparent-conductivity value was
used (fig. 10).
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The principal advantage of plotting terrane con-
ductivities in dimensionless logarithmic ratios is that
it is possible to mask the contribution of background
noise to the survey results; that is, local lithologic
variations, differences in the apparent and terrane
conductivities resulting from variations in depth to
the water table due to topographic variations, cultur-
al interferences, and inaccurate measurements. With
the data converted, identification of contaminated
zones is easier, inasmuch as any increase in the deci-
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Figure 8. Linear contouring of horizontal-dipole electromagnetic data.

bel level indicates an increase in the apparent con-
ductivity over and above what might be caused by
background noise.

The selection of a background apparent-con-
ductivity value for contours of logarithmic ratios,
however, is quite subjective (Greenhouse and Slaine,
1983, p. 49) and presents the greatest drawback to
this method of data presentation. Difficulties were
found with both techiques for determining back-
ground values used in this study. If too low a back-
ground value is used, local lithologic variations may
obscure the hydrogeologic interpretation (as with
contouring of linear values). Conversely, too high a
background value will not give sufficient definition
of the boundaries of the plume, thereby masking ar-
eas of potential contamination. The authors propose
that both methods of determining background appar-
ent-conductivity values be used in the contouring of
logarithmic ratios. Low background values will then
aid in the delineation of the boundaries of the plume,
whereas high background values will show most
clearly the core of the contamination plume.

Linear apparent-conductivity values are spaced
more closely near zones of elevated contamination
and suggest that the plume is composed of a broad
zone of relatively lower contamination (2-3 mS/m at
25°C in the horizontal-dipole configuration and 3-5
mS/m at 25°C in the vertical-dipole configuration)
with zones of relatively higher contamination near
the plant and in the swamp. Although linear contour-
ing of apparent-conductivity values does not show a
continuous zone of contamination as clearly as does
the logarithmic contouring of apparent-conductivity
ratios (due to local variations in lithology and cultur-
al interference), linear contours emphasize high
levels of contamination, thereby outlining areas of
possible importance.

Contours of linear values also portray the dif-
ferences in vertical and horizontal electromagnetic
results more clearly than the logarithmic format. This
is especially true west of the Pawcatuck River where
linear contours show high levels of conductivity in
the upper layers of the aquifer. Differences between
horizontal- and vertical-dipole results are not seen as
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Figure 9. Logarithmic contouring of horizontal-dipole electromagnetic data using averaged background values.

clearly with contours of logarithmic ratios because
different background apparent conductivities were
used purposefully with horizontal and vertical con-
figurations to put all values at the site into a similar
range. As a result, contours of linear values are more
helpful in determining the relative depth of contami-
nation than are the contours of logarithmic ratios.

CONCLUSIONS

Results of EM surveys at a low-level ra-
dionuclide ground-water contamination site indicate
that areas of high apparent conductivity coincide
with areas of high specific conductance. Measure-
ments in horizontal- and vertical-dipole configura-
tions indicate chemical stratification that is con-
firmed by specific conductance samples from wells
screened at various depths in the aquifer. Specific
conductance results do show, however, that contami-
nation has occurred at greater depth than has been
sensed by the 20-m intercoil spacing of the vertical-
dipole configuration. The vertical-dipole configura-

44 Selected Papers in the Hydrologic Sciences

tion was helpful in qualitatively determining shallow
versus deep levels of contamination.

Contouring of the EM data by linear and loga-
rithmic methods shows that advantages and disad-
vantages are associated with each method. Advan-
tages to the linear method of contouring include an
emphasis on high-conductivity zones that are poten-
tial contamination source areas and better depiction
of differences in the response of the horizontal- and
vertical-dipole configuration with depth. However,
interference from background noise and some uncer-
tainty in delineating boundaries between contaminat-
ed and uncontaminated areas of the site create
problems in the hydrogeologic interpretation of lin-
early plotted EM data.

The ability to mask the contribution of back-
ground noise to EM survey results, thereby outlining
more accurately areas of contamination, is the princi-
pal advantage to logarithmic contouring. The selec-
tion of background apparent-conductivity values at
the study site posed the greatest drawback to logarith-
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Figure 10. Logarithmic contouring of horizontal-dipole electromagnetic data using assigned background values.

mically contoured data. Background values that
were 100 high caused an unreal reduction in the
boundaries of the contamination plume, whereas low
background apparent-conductivity values allowed in-
terference from background noise to bias the
hydrogeologic interpretation.

SELECTED REFERENCES

Dickerman, D. C., and Silva, P. J., 1980, Geohydrologic
data for the Lower Wood River ground-water reser-
voir, Rhode Island: Rhode Island Water Resources
Board Water Information Series Report 4, 193 p.

Duran, P. B., 1982, The use of electromagnetic conductivi-
ty techniques in the delineation of ground-water con-
tamination plumes, in The impact of waste storage and
disposal in ground-water resources: Proceedings of the
Northeast Conference, Ithaca, N.Y., June 28-July 1,
1982, U.S. Geological Survey and Center for Environ-
mental Research, Cornell University, p. 8.4.1-8.4.33.

Evans, R. B., 1982, Currently available geophysical meth-
ods for use in hazardous waste site investigations:

American Chemical Society Symposium Series, No.
204 Risk Assessment at Hazardous Waste Sites, F. A.
Long and G. E. Schweitzer, eds., p. 93-115.

Greenhouse, J. P., and Slaine, D. D., 1983, The use of
reconnaissance electromagnetic methods to map con-
taminant migration: Ground Water Monitoring Re-
view, v. 3, no. 2, p. 47-59.

Kelly, W. E., 1976, Geoelectric sounding for delineating
ground-water contamination: Ground Water, v. 14,
no. 1, p. 6-10.

McNeill, J. D., 1980a, Electrical conductivity of soils and
rocks: Geonics Limited Technical Note TN-5, Missis-
sauga, Ontario, 22 p.

1980b, Electromagnetic terrane conductivity mea-
surements at low induction numbers: Geonics Limit-
ed Technical Note TN-6, Mississauga, Ontario, 15 p.

Ryan, B. J., and Kipp, K. L., 1983, Ground-water contam-
ination plume from low-level radioactive wastes,
Wood River Junction, Rhode Island (abs): Transac-
tions of the American Geophysical Union, v. 64, no.
18, p. 224.

An Electromagnetic Method for Delineating Ground-Water Contamination, Wood River Junction, Rhode Island 45



-
2

\
\
\
\
\
) l
7\ o/ !
7 / el
- \ / |
i \\ / |
/// © \ ! !
o _- o \ ° |
Power !
O Substation | "
|
|
J

EXPLANATION

Observation well

Electromagnetic station

o
—X—— Fences
————— Trails
R \
Line of equal apparent conductivity,— dashed where approximately \ \\ \ o0
——4—— lgcated. Interval in millisiemens per meter is variable. v\ o 55" o \
vy Proang \
VLA \
0 100 METERS a \ \ 3
— \\ \ 1»(/’
-
0 200 FEET / / \\ -

Figure 11. Linear contouring of vertical-dipole electromagnetic data.

Zohdy, A. A. R., Eaton, G. P., and Mabey, D. R., 1974,

Application of surface geophysics to ground-water in-
vestigations: Techniques of Water-Resources Investi-

Slaine, D. D., 1983, Predicting the response of mapping
gations of the U.S. Geological Survey, Book 2, Chapter

subsurface contamination with inductive conductivity

techniques, in 1983 Technical Education Session:

Ground Water Technology Division, National Water
DI1, 116 p.

Well Association, 34 p.

46 Selected Papers in the Hydrologic Sciences



O
Power
O Substation |

¢}
EXPLANATION = -
L4 Observation well e\
o i i e
Electromagnetic station //' \
——X—— Fences —~
————— Trails
Line of equal electromagnetic conductivity,— dashed where A\ \\ ng \\
——4—— approximately located. Interval is 4 decibels. A\ \ 9‘00955 5 \
\ Vo “\\d\“g \
vV @ *
0 100 METERS o \ -}
\\ \ 7 ”
-
0 200 FEET / / \ P

Figure 12. Logarithmic contouring of vertical-dipole electromagnetic data using averaged background values.

An Electromagnetic Method for Delineating Ground-Water Contamination, Wood River Junction, Rhode Island 47



0//
/
/
{
/
)
o /
Power
© Substation ;
/
Q
‘“~\~_l"‘_,/ OO
L]
0 R
|
\\ 2, °
0] 1 |
L ..\ .,' o
\
\ ol © P
Y o 48 o ¢ )
(Y EXPLANATION o T N \ ”/;/://5'
o ~ \ -
Observation well N \ ° \ o 7{
Electromagnetic station \\\\ o 2‘\
~ [)
—X——Fences \\\ \? \\ _ -
S~
_____ Trails \\\ \x )(\
\ \\
. . . \ A An9
——4 —— Line of equal electromagnetic conductivity,— dashed where \ \ <00 S
approximately located. interval is 4 decibels. A\ §L ° 0!
\ \
0 100 METERS o \ \

R \ A
0 200 FEET / //\ \\

Figure 13. Logarithmic contouring of vertical-dipole electromagnetic data using assigned background values.

48 Selected Papers in the Hydrologic Sciences



/
0/ Py
/ |
/ |
/ |
/ I
/ ]
Q / [
o Power | !
i
I

Substation ”

EXPLANATION

® Observation well
O Electromagnetic station
——X—-— Fences
_____ Trails
Line of equal apparent conductivity, dashed where approximately
——4 —— |ocated. Interval in millisiemens per meter is variable.
* ? ' \
111501 Line of equal specific conductance,— dashed . . AN By \)§
where approximately located. interval in 100 METERS é \\ \ -
microsiemens per centimeter at 25° C \ \ /1”‘/
is variable. 0 200 FEET // \\ -

Figure 14. Comparison of specific conductance in ground water to linear horizontal-dipole electromagnetic data; April

1982.
Table 2. Background apparent-conductivity values used to normalize the electromagnetic data
[All values in millisiemens per meter at 25°C]
Dipole orientation
Vertical Horizontal
Values East West East West
Averaged - - - - - - - - - - = - - - - - 2.4 3.3 1.7 33
Assigned- — = = = —« = = = = — -~ - — — — 3.0 4.0 2.0 4.0
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Three-Dimensional Simulation of Free-Surface
Aquifers by Finite-Element Method

By Timothy . Durbin and Charles Berenbrock

Abstract

An iterative finite-element algorithm has been devel-
oped for the simulation of three-dimensional free-surface
aquifers. The Galerkin finite-element method is applied to
tetrahedral or triangular elements for volume or surface
integrations. Integrations in time are by a fully implicit
finite-difference representation. The algorithm solves the
equation of ground-water flow subject to the free-surface
boundary condition as described by a linearized partial-
differential equation. To account for geometric changes in
the flow domain resulting from movement of the free sur-
face, the finite-element grid is deformed during transient-
state simulation. The algorithm allows for local rotation of
the hydraulic-conductivity tensor.

INTRODUCTION

The simulation of the hydraulic response of
three-dimensional free-surface aquifers can be ac-
complished by one of several approaches. The most
commonly applied approach is to represent a ground-
water system as a quasi-three-dimensional system of
two-dimensional aquifers, which are connected hy-
draulically by leakage through interaquifer aquitards.
To solve this problem, Bredehoeft and Pinder (1970)
used the finite-difference method, and Durbin (1978)
used the finite-element method. A finite-difference
algorithm for simulating quasi-three-dimensional
ground-water flow was described by Trescott (1975)
and Trescott and Larson (1977). In each of these
methods, the free surface is represented by applying
the Dupuit assumptions to the upper layer of a mod-
el. For the upper layer, the transmissivity is a func-
tion of computer head, and the storage coefficient is
set to a value representing the specific yield of the
free surface.

In fully three-dimensional representations of a
ground-water system, the effect of the free surface is
approximated sometimes by keeping the geometry of
the flow domain fixed while assigning a specific-yield
value to the upper parts of the model grid. By this
approach, the large storage effect at the free surface is
represented, but the nonlinear effects of changed sat-

urated thickness are not included. Another approach
involving fixed geometry is to represent the free-sur-
face problem as a saturated-unsaturated-flow prob-
lem. Freeze (1971) used this approach within a finite-
difference approximation, and Frind and Verge
(1978) used it within a finite-element approximation.

The effects of geometry changes can be includ-
ed by utilizing a deforming model grid. Leake (1977)
used this approach by eliminating or adding blocks to
a finite-difference grid as the computed heads for the
aquifer change with time. Leake demonstrated his
algorithm for the two-dimensional x-z case, but the
results can be extended to three dimensions. By this
approach, the effects of storage changes at the free
surface and deformation of the flow domain are in-
cluded. A more rigorous approach has been taken by
Neuman and Witherspoon (1971). Starting with the
governing equation of ground-water flow and a lin-
earized partial-differential equation that describes
the free-surface boundary condition, they developed
a finite-element algorithm for the two-dimensional
case that employs a deforming grid and can be ap-
plied to several field problems.

The work described below extends that of
Neuman and Witherspoon (1971) to the three-di-
mensional case using the Galerkin finite-element
method. The resulting algorithm then is applied to a
large-scale field problem. The algorithm satisfies a
linearized form of the partial-differential equation
for the free-surface boundary condition and includes
the effects of elastic storage. The model grid, which is
constructed from tetrahedral elements, expands or
contracts to represent changes with time in the posi-
tion of the free surface.

MATHEMATICAL FORMULATION
Governing Equations

A diagrammatic section of a three-dimensional
flow domain Q of ground-water flow is shown in
figure 1. That domain is defined by the free surface F
and the remaining boundary surfaces A, and A,. The
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Figure 1. Diagrammatic section of three-dimensional flow
domain.

union of F, A, and A, defines the overall boundary
surface 1 of the flow domain Q. The position of the
free surface is defined by n, which is its height above
the datum used to reference hydraulic head within
the flow domain. On the boundary surface A, head is
prescribed, and, on the surface A,, flux is prescribed.
The position of the free surface, prescribed head, and
prescribed flux are each functions of location and
time.

The initial- and boundary-value problem asso-
ciated with this three-dimensional flow domain can
be described by the following set of equations, writ-
ten in repeating index notation (Neuman and
Witherspoon, 1971):

] oh oh
_° AL = = 1
3x.<Kij 8x.> Ss3e "= 0 (1
1 J
h(xi,O) = ho(xi), (2)
n(x1,x2,0) = n_(x1,x3), (3)
h(x,,t) = h_(x.,t) on Ay, (4)
1 B 1
oh
Kl] ax1 ni = q(xi,t) on AZ’ (5)
nixy,xp,t) = h(xy,x5,t) on F, (6)
K..—a—l—)—n.=sa—}2n3onF, (7)
ij Bxi i y ot
where A is hydraulic head, L;

hs is hydraulic head on the prescribed-
head boundary, L;
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K; is the hydraulic conductivity tensor,

LT,

n, is the outward normal vector, L;

|24 is the discharge per unit volume,
T

S, is specific storage, L';

S, is specific yield, L,;

q is flux normal to the prescribed ﬂu'x
boundary, Lt

t is time, T;

X, 1s coordinate X, y, and z, L; and is

elevation of the free surface
above datum from which
h is measured, L.

Numerical Solution

Finite-Element Approximation

The Galerkin finite-element method can be
used to solve the initial- and boundary-value prob-
lem. The fundamental idea of the method is to re-
place the exact continuous solution of the original
partial-differential equation by an approximate
piecewise-continuous solution. The piecewise-contin-
uous function is specified by values that are specified
at a finite number of discrete points called nodes.
Functional values between these points are calculated
by using the piecewise-continuous interpolating func-
tions defining over a finite number of subdomains
called elements. The interpolating functions will pro-
vide an exact representation as the element size ap-
proaches zero in the limit. For a finite number of
nodes, the approximation will not exactly satisfy
equation 1, and a residual will result. The Galerkin
method forces this residual to zero, in an average
sense, through selection of coefficients for the inter-
polating functions.

To apply the Galerkin method, the linear opera-
tor L is defined as

_ i(x 3_13>+ _a_<,< 21)
L(h) = ox \ xx 9x dy yy 3y

®)
+i<1< a—h>—s B y-o,

0z zz 9z

where equation 1 has been simplified by the assump-
tion that the coordinate system is alined with the
principal components of the hydraulic-conductivity
tensor; this assumption is unrelated to the applica-
tion of the Galerkin method. Later the results will be
modified to allow local rotation of the hydraulic-con-
ductivity tensor from the global-coordinate system.

To solve L(h) = 0, interpolating function of the
form



h(x,y,z,t) = h(x,y,2,t)

n &)
= L H. (). (x,y,2)
i=l 1 1
is used where 4 is a series approximation to 4, and @,
are linearly independent interpolating functions de-
fined over the flow domain Q H, are undetermined
coefficients, and » is the number of nodal points.
The series approximation to equation 8 will
provide an exact representation as n approaches in-
finity (Forray, 1968, p. 191). For a finite series, how-
ever, the approximation will not exactly satisfy equa-
tion 8, and a residual R will result. The residual is
defined by
n

J.El Hl(t)¢l(xlyrz):|. (10)

R(x,y,z,t) = L

If the trial solution were the exact solution, the
residual would vanish. For the approximate solution,
however, the residual is forced to zero in an average
sense through the selection of the undetermined coef-
ficients H,.

The undetermined cofficients are calculated by
setting the weighted integrals of the residual to zero.
In the Galerkin method (Galerkin, 1915), the inter-
polating functions are used as weighting functions.
That is, the inner product of the residual with each O,
linearly interpolating function is set to zero, or

n
fL[jgl Hj(t)¢j (x,y,z)J ¢,(x,9,2)d0 =0

f for i = 1,2,...,n.

(arn

From equation 11, n linear equations are obtained,
which can be solved for the » values of H,.

To solve the system of equations, equation 11
can be simplified. First, equation 11 is expanded to
obtain a system of n equations by

a( 3 -
3% \Kxx 3% 321 He,
Q
3 5 I >
+ —\Kk — L H.,
dy < yy 3y j=1 J¢J

3 3 7
* 3z Kzz 3z jél Hj¢j

3h _
-s ]¢idn =0

s ot

for 1 = 1,2,...,0.

(12)

Second, equation 12 can be integrated by parts. By
assuming hydraulic conductivity to be constant over
each element and recalling that H, is a function of
time only, integration by parts yields (Pinder and
Frind, 1972)

n 3¢, 9¢. 9. 3¢,
o (lk —2-—2L+x 22
J=1 \"xx 9x 9x yy 3y dy
Q
dh
+ fss¢i ggdﬂ + fw¢id9
Q2 Q
9, 9¢ .
i __J
* Kpz Bz bz )deg
dh dh dh )
- - - =—n
f(Kxx ax Mx * Kyg ayny zz 90z 2
T
$.4dr = 0 for 1 = 1,2,...,n, (13)
1

where the boundary integral represents the flux
across the boundary of the flow domain. Third, by
substituting equations 5 and 7 into the last term of
equation 13 and replacing the partial derivatives
by the general definition of the total derivative
(which is described in the following section), the
result

jzl f (K

XX 0x
Q

99, 96, . 39, 3¢,
yy

dy dy

ox

84)1,

* Kzz 2z

96 .
—2 ) m.a@
9z J

(14)

is obtained.
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The n equations of equation 14 can be written
in matrix form as

(a)l{m) + [B]{g—‘z} + {F} =0 (15)

where the typical elements of [4], [B], and {F} are

R LB
ij Xx 09X 93x yy 9y dy
Q
3¢ . 8¢.>
—* 7
KZZ 5z Jz an, (16)
(17)
Bij = /Sstbi(bjdﬂ + /Sgcpicbjdl‘,
and & F
Fi = /chidﬂ - ]qq&idl’. (18)
Q r-y))

Free-Surface Boundary

The last term of equation 14, or the matrix [B]
of equation 15, needs more explanation. As pointed
out by Neuman and Witherspoon (1971), the partial
derivaties of head with respect to time that appear in
equation 13 represent the change in head at a fixed
point in space. However, because the free-surface po-
sition changes with time, the nodal points in the fi-
nite-element grid that represent the free surface also
change position with time. Accordingly, the partial
derivatives appearing in equation 13 must be evalu-
ated using the total derivative of head (Neuman and
Witherspoon, 1971), or

dh dx
dx dt

oh dh
dy dt

If the nodal points in the grid are allowed to
change position only in the z direction, then deriva-
tives of the nodal position in the x and y directions
equal zero, and equation 19 reduces to

oh _dh

ot 4t 3z dt

Before considering equation 20 further, the hy-
draulic head is replaced by its interpolating function
(eq 9). This substitution yields

n AdH. n

(20)

9¢ ., dz
gl]. =, ¢ .- ,Z . ..__l __l) (21)
at j=1 dt “J j=1 7j 9z dt

where z; is the z coordinate of the /" node.
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Then, separate considerations are made in eval-
uating equation 21 in the interior of the flow domain
and on the free surface. In general, in the interior of
the flow domain, the nodal points are not allowed to
move and

dz,
1L _-0.
at (22)
Therefore,
3h _ n dH,

3t~ jE1 at 95 (23)
within the flow domain. On the free-surface bounda-
ry, head is a function only of x, y, and ¢ (Neuman and
Witherspoon, 1971). Therefore,

oh , (24)
3z '
and, from equation 20,
(25)
3 _ an,
3t~ dt
or, from equation 21,
5h n dH. (26)

3¢~ j%1 ae %50

on the free surface. Consequently, both on the free
surface and in the interior of the flow domain, the
partial derivatives 3h/ 3t can be replaced in equation
13 by equations 23 or 26 as appropriate.

Interpolating Function

To generate the set of algebraic equations repre-
sented by equation 15, integrations of the interpolat-
ing functions of the form

——a¢i —-ad)j an
dx 9dx !

S0,

f¢i¢jdr,
and

f ¢l.d1‘
must be carried out.

To facilitate these integrations, the interpolat-
ing functions are defined piecewise in each element,



the union of which produces the global-interpolating
functions within the flow domain. The elemental-
interpolting functions used in this work are linear
and are defined over tetrahedral elements within the
flow domain and over triangular elements on the
boundary surfaces.

Tetrahedral elements.—Within a tetrahedral el-
ement the approximate solution (eq 9) can be ex-
pressed as

4 27
h= 1. H, ¢e )
= 1 1
where @ represent the elemental interpolating func-
tions that are defined only within the element e. The
interpolating functions for the node i are given by the
relation (Zienkiewicz, 1977, p. 137)

e 1
¢i T eV (@;

where

+ b.x +c.y +d.z)
i i 1 (28)

1 m"m m ’ (29)

2 (30)

x 1 z (31

X y 1 (32)

ev

-

1 xm ym zm (33)

D, i, j, m are the nodal numbers for a tetrahedral
element, Vis its volume, and x, y,, and z, are coordi-
nates of the node i. The ordering of nodal numbers
must follow a right-hand rule. By this rule, the first
three nodes are numbered in a counterclockwise
manner when viewed from the last one.

From equations 28 through 33, integrations in-
volving derivatives of the trial functions are given by
the following relations:

96 3¢° K (34)
as . = fx 1 _Ja0 = XX,

ij xx dx ox T 3ev®iPyo
e
e e
3¢5 9¢°
Aef. =/K —l—¢ld9=£g—y-cc 3
ij yy 8y oy 36v Si%5°
and

e

3¢, 3¢ K
e _ i G oo - Kazz , (36)
Aij - /;(zz dz 0z de 36V d.idj

where K., K,,, and K. are assumed constant over an
element and A is the elemental contribution to ma-
trix [A]fori=1,2,3,4and j= 1, 2, 3, 4 locally.

Integrations involving only the interpolating
function and not their derivatives are given by the
relations (Zienkiewicz, 1977, p. 174)

e f e.e SSV G7)
B..=JS ¢.¢6.d0 = =— for i # j

17 s 1 7 20
e
and
B = fs 050%aq = °s” for i = j» (38)
ij s?i%; 10
e

where S, is assumed constant over an element and
B is the elemental contribution to matrix [B] for
i=1,2,3,4andj=1,2, 3, 4locally.
Hydraulic-conductivity tensor.—Equation 1 was
simplified above by the assumption that the coordi-
nate system is alined with the principal components
of the hydraulic-conductivity tensor, and the results
obtained to this point are based on that assumption.
However, local rotation of the hydraulic-conductivity
tensor is reintroduced easily. This is accomplished
simply by performing the integrations of equations
34 through 36 in a local coordinate system that is
alined with the principal components of the local
hydraulic-conductivity tensor. By the approach, the
global coordinates for the nodes of an element are
translated into the local coordinate system.
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The coordinate transformation are obtained
from the relations

x' = xcosa + Yy cosa + zcosa
XX Y yx zx’(39)

y' = xcosa + ycosa + zcosa ,(40)
Xy yy zZX

z' = xcosa + ycosa + zcosa _ _, (41)
yz yx zz

where x’, )/, and 2z’ are local coordinates and cos a;; is
the direction cosine between the i direction of the
global system and the j* direction of the local system.
If cos w, is specified for the x’, )/, and 2z’ coordinate
axes, then the remaining direction cosines are deter-
minate, and equations 39 through 41 can be solved.
The relations for obtaining the remaining direction

cosines are
2 - 2

cos“a = cos‘a
yx Xy
= -cos?a + cos?a 42)
XX zz
cos?a = cos?q =1 - cos?a ’
zZx Xz zz 43)
and
cos?a = cos?a = 1 + cos?a
z XX
(44)
- cos?a - cos?a
yy zz

Triangular elements.—On the free surface, it is
necessary to perform integrations of the interpolating
functions of the form

/ ¢§¢§dr ,
e

where the functions are now defined on the surface.
Whereas the flow domain is defined by an assem-
blage of tetrahedral elements, the free surface (and
other boundary surfaces) can be defined by selected
faces of those tetrahedral elements that form the free
surface. In other words, the free surface is defined by
an assemblage of triangular elements representing the
faces of those tetrahedral elements. Furthermore, if
the free surface is assumed to be approximately a
horizontal surface, then the integrations can be car-
ried out in the x-y plane according to the description
below.

Within a triangular element, the approximate
solution (eq 9) can be expressed as

3 e

i§1 B, ¢i ’

h = (45)

where ® ¢ represent the elemental interpolating func-
tions that are defined only within the element e. The
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interpolating function for the node i is given by the
relation (Zienkiewicz, 1977, p. 166)

e 1

¢i =2 (ai + bix + ciy), (46)
where
xX. Y.
_ j7i|,
a4; = (47)
x Y
1 vy,
L - 3 (48)
i 1oy ’
x, 1
j (49)
ci— - x 1 ’
m
1 Xi yi
2A = |1 X5 y, |,
J (50)
1 xm ym

i, j, and » are the nodal numbers for a triangular
element, A4 is its area, and x, and y, are coordinates of
the node i. The ordering of nodal numbers must fol-
low a right-hand rule. By this rule, the nodes are
numbered in a counterclockwise direction.

From equations 37 through 41, integrations of
the trial functions are given by the relations
(Zienkiewicz, 1977, p. 168)

S
e e e y
B.. =[S ¢.¢.al = =
ij ,[y¢1¢1d 12A

= for i # j (51)
e
and
e e, e fg_
= S ¢.¢.4I = A £ [ = 7,
Bij fycplcbj 3 or 1 3
o : (52)

where S, is assumed constant over an element and
B is the elemental contribution to matrix [B] for
i=1,2,3andj=1,2, 3 locally.

Source-Sink Terms

The source-sink term that occurs in equations |
and 15 inclues point and areally distributed sources
and sinks. Additionally, the strength of some of these



may be dependent on the hydraulic head in the aqui-
fer, and others may be independent. In general,
recharge and pumpage represent head-independent
point sources and sinks. Recharge by deep percola-
tion of precipitation represents a head-independent
areally distributed source. Ground-water discharge
by phreatophytes represents a head-dependent sink.
Constant-head boundary surfaces also are treated as
head-dependent sources or sinks. Constant-flux
boundary surfaces are treated as head-independent
sources or sinks.

Accordingly, the source-sink term of equation
15 can be expanded to include these flux terms sepa-
rately as follows:

m
Fi = f¢i iy P T X s

2
F F

where O

Ypr

is the point volumetric recharge
or pumpage from the aquifer,

are the coordinates of the loca-
tion of the point source or sink,

6 is the Dirac delta function,

m is the number of point sources

and sinks,
P is volumetric precipitation
E

XioYVisZi

recharge per unit area, and
is the volumetric evapotranspira-
tion discharge per unit area.
Point sources and sinks.—Because of the
properties of the Dirac delta function (Korn and
Korn, 1961, p. 876), the integral in equation 48,

m
f¢i KkEL QO T Xy Y T Yy 2
is equal to Qy, if x4, i, and z, are the coordinates of a
node. Therefore, the vector {F} that appears in equa-
tion 15 is assembled by simply adding Q, to F;, where
Q. is located at the node i.

Distributed sources and sinks.—Distributed
sources and sinks are handled somewhat differently.
The function P = P(x,y,t) can be approximated by
using trial functions to interpolate nodal values on a
triangular element on the free surface. The function P
is replaced by the series

Q
zk)d ,

n

P(lelt) = j£1 P ¢

05 (54)

where P; is the value of P(x,y,t) at the node j. The
integral in equation 48,

fo,zar,
F

is then replaced by the integral

e n e e
e
which can be evaluated by relations similar to equa-
tions 51 and 52, where F ¢ is the elemental contribu-
tion to the vector {F} for i =1, 2, 3 locally.
The evapotranspiration discharge E = E(x,),t)

is a function of depth below the land surface to the
free surface and is given by the relations

E(x,y,t) = EO for d < 0, (56)
_ _ d
E(x,y,t) = Eo Eo 3
max
for 0 £d =< d (57)
max ,
and
E(x,y,t) =0 ford > d (58)
max ,
where E is the volumetric discharge per
unit area,
E, is the discharge with the free sur-
face at land surface,
d is the depth below the land sur-

face to the free surface, and
is the depth at which evapotrans-
piration discharge ceases.
The nodal evapotranspiration flux E, can be
given by the relations

dmax

E, = AE /Eoé(x - xi, y - Y

1
- ‘R >
z zi)q)l.dl" for h hL, (59)
h
_ _ L h
E; = 4 l}%(l d ) B, a ]"’idr
max max
for h. -d < h<h (60)
L max L’
and
Ei =0 for h < hL - dmax, (61)

where A4, is the area of phreatophytes contributing
discharge to node i and 4, is the altitude for the land
surface.
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Equations 59 through 61 are integrated over an
element by considering the properties of the Dirac
delta function. From those properties, the integral is
given by

Ei = A E for h > hL, (62)
h
L h
E, = A_E 1l - -
i o < d > AEEO d
max max
f - d S h<h
or hL max L, (63)
and
= < -
Ei 0] for h hL dmax (64)

because x;, y;, and z; are coordinates of a node. There-
fore, evapotranspiration is incorporated into equa-
tion 15 by adding the quantity

hL
AEEo L- d
max

to F; and by adding the quantity

to A,; when h; —d,...<<h—<h;. Similarly, the quantity
AgE,is added to F, when A>h,.

Prescribed-flux and prescribed-head bounda-
ries.—Constant-head boundary surfaces are treated
as head-dependent sources or sinks in 2 manner simi-
lar to that used for evapotranspiration. The nodal
constant-head flux is a function of the displacement
of hydraulic head from the specified boundary head,
and is given by the relation

Qi =/C<hBi - hi><3(x - X

r (65)
y-y,rz zi)¢id,

where Q@ is the volumetric discharge at
node 7 on the boundary surface,
hy is the specified boundary hydrau-
! lic head at node /,
h; is hydraulic head at node i, and
C is a coefficient.

If Cis sufficiently large, the computed head for the
boundary will be close to sz when equation 65 is
satisfied.

Equation 65 is integrated over an element by
considering again the properties of the Dirac delta
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function. From those properties, the integral is given

by
0, = C<hB. - hi>
1

because x;, y;, and z, are coordinates of a node. There-
fore, constant-head nodes are entered into equation
15 by adding the quantity Ch,to F, and the quantity
Cto A,. !

On a prescribed-flux boundary surface, it is
necessary to perform integrations of the interpolating
functions of the form

g¢ 4T,
1

(66)

where ¢ is the flux rate normal to the boundary sur-
face. Following from the derivation of Pinder and
Gray (1977, p. 124), this integral is given for a trian-
gular element in the prescribed-flux surface by the
relation

F. = (67)

e e = A
e

where q is the average flux rate normal to the surface
of the element, 4 is the area of the element, and F¢is
the elemental contribution to the vector {F} for i =1,
2, 3 locally.

Integration in Time

Although the matrices [4] and [B] and the vec-
tor {F} can now be evaluated, the ordinary differen-
tial equation,

(a1{m + [B]{ﬁ} + {F) = o,

dt (15)

must still be solved. To do this, the time derivative is
approximated using the first-order correct, implicit,
finite-difference scheme

1

[A]{Ht + At} * aclB {Ht + At Ht}

(68)
+ {rF} = 0,
which can be rearranged to obtain
1

<[A] * E[B]> {Ht + At}

(69)

= ﬁ[m {Ht} - {r},

where At is the time step. By the implicit approxima-
tion of the time derivative, the matrices [4] and [B]
and the vector {F} are evaluated at the new time step
t+ At.



Iterative Solution

Each value of the coefficients of the matrices
[A] and [B] and the vector {F} is dependent in part on
hydraulic head, and equation 69 represents a system
of nonlinear algebraic equations. The most important
source of nonlinearity is that the position of the free
surface changes with time, and the configuration of
the finite-element grid correspondingly changes with
time. In general, the z coordinate of nodes in the free
surface are moved upward or downward with the free
surface. However, if a node in the free surface is
moved downward sufficiently close to another node
in the interior of the flow domain, then that interior
node also is moved downward to maintain some
specified minimum vertical spacing between nodes in
the finite-element grid.

Nonlinearity also is introduced by the evapo-
transpiration term. Although the function E (egs
62-64) is piecewise linear, it represents a nonlinear
term in equation 69.

Fortunately, the nonlinearity introduced by the
deforming grid and evapotranspiration term is not
severe, and solution of equation 69 can be obtained
by a simple iterative procedure. By this procedure, at
the k™ iteration, equation 69 takes the following
form:

<[A]k-l * ‘A}E[B]k-l> {Ht + At }k
1 k—l{Ht} B

= aetPl
At each iteration, the matrices [4] and [B] and vector
{F} are updated, and a solution is obtained for new
values of [H,, , ] by the square-root method (Pinder
and Gray, 1977). The process is repeated until the
difference between {H, , }*' and {H,, }* at any par-
ticular node is less than some specified value. In most
applications, convergence is obtained in two to five
iterations.

APPLICATION TO BORREGO VALLEY

k-1 (70)

{F}

Geohydrologic Setting

The algorithm for the three-dimensional simu-
lation of free-surface aquifers was applied to the Bor-
rego Valley ground-water basin (fig. 2), which is lo-
cated in a desert area of southern California. Borrego
Valley is bounded on the north, west, and south by
desert mountains that rise as much as 7,000 ft above
the valley floor. On the east, the valley is open to
Imperial Valley. The valley floor has a surface area of
about 110 mi?.

The Borrego Valley ground-water basin (fig. 3)
is underlain by consolidated rocks and three alluvial

aquifers (Moyle, 1982). The consolidated rocks are
composed of granite, schist, and gneiss, all of pre-
Tertiary age, which are virtually impermeable.
Ground water occurs in alluvial deposits of Pliocene
to Holocene age, which comprise the three alluvial
aquifers. A lower aquifer (fig. 4) includes moderately
consolidated alluvial deposit of siltstone, sandstone,
and conglomerate. This aquifer is as much as 1,800 ft
thick, and the average hydraulic conductivity is
about 1 ft/d. A middle aquifer is composed of uncon-
solidated to moderately consolidated deposits of
sand, gravel, and boulders. This aquifer is as much as
700 ft thick, and the average hydraulic conductivity
is about 6 ft/d. An upper aquifer is composed of
unconsolidated deposits of gravel, sand, silt, and
clay. These deposits are as much as 1,000 ft thick,
and the average hydraulic conductivity is about 60
fr/d.

The ground-water basin is bounded by consoli-
dated rock or by faults that act as barriers to ground-
water flow. On the north, west, and south sides of the
basin, consolidated rocks form no-flow boundaries.
On the east side, a fault forms what 1s assumed to be
a no-flow boundary. Water-level contours show that
ground water flows parallel to the fault, and abnor-
mally high gradients cross the fault (Moyle, 1982).
Two explanations for the barrier effect are fault
gouge in the zone of rupture, which causes reduced
permeability, and the juxtaposition of sediments of
different permeability on opposite sides of the fault.
In Borrego Valley, evidence supports both mecha-
nisms (Moyle, 1982).

Ground-water recharge to the Borrego Valley
ground-water basin is by streamflow and precipita-
tion infiltration. Runoff is generated by precipita-
tion, which ranges from 3 to 30 in/yr in the mountain
areas adjacent to the basin. The resulting streamflow
discharges from the mountain canyons onto alluvial
fans that, in part, form the ground-water basin. On
these fans, infiltration occurs as streamflow moves
toward the center of the basin. Part of the streamflow
infiltration percolates downward to become ground-
water recharge, and the rest is consumed by evapo-
transpiration from the shallow soil profile. Most
streamflow either percolates or is consumed, and
very little streamflow leaves the basin as surface-
water discharge. The average annual recharge by
streamflow infiltration is 5,100 acre-ft/yr. In the
model, that recharge is represented as time-invariant
point sources at nodal points located on the stream
channels.

Recharge also occurs from the deep percolation
of precipitation on the valley floor. The range of an-
nual precipitation on the valley floor is from 3 to 6
in, but is more variable from year to year; for exam-
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)

ple, from 1954 through 1980, annual precipitation at
a gage in the valley floor ranged from 1 to 14 in. In

the drier years, ground-water recharge probably does
not occur by the infiltration of precipitation. Howev-
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er, in the wet years, recharge probably does occur.
Results of a water-budget analysis for the Borrego
Valley ground-water basin indicated that the average
annual recharge to the basin from precipitation is
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3,300 acre-ft/yr. In the model, that recharge is repre-
sented as a time-invariant distributed source over the
upper surface of the basin.

Ground-water discharge from the Borrego Val-
ley ground-water basin is by evapotranspiration of
phreatophytes, pumping, and underflow. Mesquite
and tamarisk cover about 4,500 acres in the central
part of the ground-water basin, and model simula-
tions indicate that these phreatophytes consume
about 1,200 acre-ft/yr of ground water. This use of
ground water is represented in the model by a linear
relation with depth below the land surface to the
water table. With the water table at the land surface,

the simulated unit-area rate of consumption is 4 ft/yr.

If the water table is at or below 10 feet from the land
surface, then the rate is zero. Consequently, evapo-
transpiration is represented in the model as a head-
dependent, areally distributed sink.

Net pumping from the ground-water basin (fig.
5), which is the difference between extractions and

consumptive use, ranged from 5,000 to 22,000 acre-
ft/yr from 1945 to 1980. Most of this water, which is
used for agricultural and domestic purposes, is
pumped from wells that are shallow relative to the
thickness of the ground-water basin. Consequently,
net pumping is represented in the model as point
sinks assigned to nodes on the upper surface of the
ground-water basin.

Ground water also discharges from the basin as
underflow into adjacent ground-water basins; for ex-
ample, as indicated by model simulations and a
water-budget analysis, about 2,100 acre-ft/yr of
ground water discharges across the southern bour.da-
ry of the lower Borrego Valley near the community of
Ocotillo Wells. This discharge is represented in the
model as a constant-head boundary.

Finite-Element Grid

The geology of the Borrego Valley ground-water
basin is represented by a three-dimensional finite-
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Figure 5. Ground-water pumpage.

element grid. The grid consists of a solid configura-
tion of tetrahedrons. Because tetrahedrons are diffi-
cult solids with which to work, the actual grid is
assembled from prismatic solids with a triangular
cross section. The computer algorithm then automat-
ically fits three tetrahedrons into each prismatic ele-
ment as shown in figure 6. To allow flexibility in the
construction of three-dimensional grids, the al-
gorithm also accepts prismatic elements that contain
edges of zero height as shown in figure 7. A prismatic
element with one zero-height edge contains two te-
trahedrons, and an element with two zero-height
edges contains one. These special elements can be
used to represent geologic features that taper to zero
thickness or to include a fine grid in zones of particu-
lar interest. Without these special elements, a zone of
fine gridding can only be terminated by carrying it to
the edge of the grid.

The regular and special prismatic elements
were used to construct a finite-element grid for the
Borrego Valley ground-water basin (fig. 8). The grid
is assembled for the most part from the three-high
stacks of prismatic elements. The upper, middle, and
lower prisms in each stack represent, respectively, the
upper, middle, and lower alluvial aquifers. In places,
these aquifers taper to zero thickness, which also is
represented in the finite-element grid. These and oth-
er geologic features of the gound-water basin are rep-
resented in a grid that includes 336 nodes and 405
prismatic and 1,132 tetrahedral elements. The di-
mension in the x-y plane of elements ranges from
2,500 to 18,000 ft, and the dimension in the z direc-
tion ranges from 50 to 1,500 ft.

The model includes three types of boundary
conditions. The top surface of the finite-element grid
is a free-surface boundary surface. Most of the re-
maining boundary surface is a prescribed-flux bound-
ary with zero flux, which is a no-flow boundary repre-
senting the contact between the alluvial deposits of
the ground-water basin and the nonwater-bearing
consolidated rocks underlying the alluvial deposits

PRISMATIC ELEMENT
3
1
6
4 1
5

TETRAHEDRONS

5

Figure 6. Subdivision of prismatic element into

tetrahedrons.

PRISMATIC ELEMENT

3
1
6
4
5

3 ONE ZERO-HEIGHTSIDE
{Indicated by 1,2,3,4,5,0)

TWO ZERO-HEIGHTSIDES
{Indicated by 1,2,3,4,0,0)

Figure 7. Prismatic element with one or two zero-height
edges.
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Figure 8. Finite-element grid, computed steady-state heads for 1945, and section C-C’.

and the adjacent mountains or the nonwater-trans-
mitting faults. However, one small part of the bound-
ary surface of the finite-element grid is a constant-
head boundary (fig. 8), which represents the interac-
tion of the Borrego Valley ground-water basin with
an adjacent ground-water basin.

The hydraulic characteristics of the ground-
water basin are represented by assigning values of
aquifer parameters to each prismatic element, while,
in turn, these values are assigned to the tetrahedral
elements that comprise the prismatic element. The

64 Selected Papers in the Hydrologic Sciences

quantities assigned values are the hydraulic conduc-
tivity for the three principal components of the con-
ductivity tensor, the local orientation of the principal
components to the global-coordinate system, storage
coefficient, and specific yield (for elements in the free
surface). Particular values used to represent the Bor-
rego Valley ground-water basin are shown in table 1.

Simulation Results
The model was used to simulate steady- and
transient-state hydraulic heads. Computed steady-



Table 1. Aquifer parameter-values used in the model

Parameter Units Aquifer

Upper Middle Lower
Ky ——— - oo - Feet perday - - 58.0 5.8 1.4
Ky ——— - oo~ do~-- -~~~ 58.0 5.8 1.4
K. — - - m e e e e e e e e - do----- 1.6 .16 .016
Oy —— = === === === === Degree - - - - 0 0 0
O —— =~ e e m -~ do--~~-- 0 0 0
O — == == == m - - - do----- 0 0 0
S m e e e e —— - = - Perfoot - - - 10 106 10
Sy - - - m - ——— o - Dimensionless — - A2 12 12

state heads are shown in figure 8. For that distribu-
tion of heads, ground-water discharge for the Borrego
Valley basin is 40 acre-ft/yr across the constant-head
boundary and 6,300 acre-ft/yr from water use by
phreatophytes. Computed heads at the end of the 34-
year transient-state simulation are shown in figure 9.
Figure 10 shows that during this period, simulated
evapotranspiration discharge declined to 1,300 acre-
ft/yr as heads declined. Discharge across the con-
stant-head boundary changed very little.

Simulation of heads for the Borrego Valley
ground-water basin indicates that the algorithm is
efficient. The transient-state simulation required
about 9 minutes of processor time on a Prime 750.
The simulation utilized 17 2-year time steps. At each
time step, about two iterations were required to ad-
Jjust the grid coordinates and head-dependent evapo-
transpiration discharge. Closure of the mass balance
for the ground-water basin was less than 1 percent.

CONCLUSIONS

Three-dimensional free-surface aquifers can be
simulated by the finite-element method utilizing a
deforming grid. The formulation starts with the equa-
tion of ground-water flow in three dimensions and a
linearized form of the partial-differential equation
that describes the free-surface boundary condition.
The governing equation is solved for the initial and
boundary conditions by the Galerkin finite-element
approach. In implementing this approach, volume in-
tegrations within the flow domain are carried out by
linear interpolating functions on tetrahedral ele-
ments. Surface integrations on the boundary surfaces
are carried out by linear interpolating functions on
triangular elements. Time derivatives resulting from
the Galerkin finite-element approach must be evalu-
ated by their total derivatives. However, by placing
some restrictions on the movement on nodes within

the deforming grid, the total derivatives are reduced
to simple expressions. The end result is an efficient
algorithm that more or less rigorously represents the
initial system of governing and boundary equations.

Of the several approaches available for the
three-dimensional simulation of free-surface aqui-
fers, the finite-element approach presented here of-
fers some advantages over others. For aquifer sys-
tems lacking definable interaquifer aquitards, the
approach better represents such systems as a three-
dimensional continuum than does the quasi-three-
dimensional approach. The finite-element approach
represents the nonlinear effects of a changing flow-
domain geometry, which is lacking in other fully
three-dimensional representations that keep the flow-
domain geometry fixed. The approach is more effi-
cient than those defining the free-surface problem as
one of saturated-unsaturated ground-water flow. The
finite-element approach is more rigorous than finite-
difference approaches that utilize a deforming grid
but nevertheless do not explicitly solve the initial-
and boundary-value problem for the free-surface
boundary condition.

REFERENCES CITED

Bredehoeft, J. D., and Pinder, G. F., 1970, Digital analysis
of the areal flow in multi-aquifer ground-water sys-
tems; A quasi three-dimensional model: Water Re-
sources Research, v. 6, no. 3, p. 883-888.

Durbin, T. J., 1978, Calibration of a mathematical model
of the Antelope Valley ground-water basin, California:
U.S. Geological Survey Water-Supply Paper 2046, 51
p.

Forray, M. J., 1968, Variational calculus in science and
engineering: New York, McGraw-Hill, 193 p.

Freeze, R. A., 1971, Three-dimensional transient, saturat-
ed-unsaturated flow in a ground-water basin: Water
Resources Research, v. 7, no. 2, p. 347-366.

Three-Dimensional Simulation of Free-Surface Aquifers by Finite-Element Method 65



EXPLANATION

WATER-LEVEL CONTOUR — Shows altitude
of computed transient-state heads. Dashed
in section. Contour interval is variable, in
feet. National Geodetic Vertical Datum of

{1\ -
wk‘igka D——D’ LINE OF SECTION
3 X > N 460

BN N N ‘\‘V‘
490 ' ‘?"".\"4‘
R
0 1 2 3 4KILOMETERS K .\Q& |
g — 1000

D
1000‘1
S0
&

N )
) ] 8 ) o (SIS
) < 9 N o N Q e
500 — T TT1 7] S 3 vTN®? § S — 500
ﬁ SEA _| | d | / | | SEA
2 LEVEL r//l/ ' I LEVEL
8 500 —+T1 | / | ' — 500
Q _
ﬁ ’ I | BOUNDARY OF
@ | | CONSTANT HEAD
8 1000 — | u/u\ — 1000
1500 — k\l | / 1500
L]
i I [ | | L 9000
2000 0 4 8 12 16 20 23

DISTANCE, IN MILES

Figure 9. Finite-element grid, computed transient-state heads

Frind, E. O., and Verge, M. J., 1978, Three-dimensionat
modeling of ground-water flow systems: Water Re-
sources Research, v. 14, no. 5, p. 844-856.

Galerkin, B. G., 1915, Rods and plates: Vestn. Inzh. Tech.
(USSR) Rept. 19, p. 897-908. Translation PB 63-
18924, National Technical Information Service, U.S.
Department of Commerce, Springfield, VA 22161.

Korn, G. A., and Korn, T. M., 1961, Mathematical hand-
book for scientists and engineers: New York,
McGraw-Hill, 1130 p.

Leake, S. A., 1977, Simulation of flow from an aquifer to a
partially penetrating trench: U.S. Geological Survey
Journal of Research, v. 5, no. 5, p. 535-540.

66 Selected Papers in the Hydrologic Sciences

for 1980, and section D-LV,

Moyle, W. R., Jr., 1982, Water resources of Borrego Valley
and vicinity, California—Phase 1, Definition of geo-
logic and hydrologic characteristics of basin: U.S. Ge-
ological Survey Open-File Report 82-853, 39 p.

Neuman, S. P., and Witherspoon, P. A., 1971, Analysis of
nonsteady flow with a free surface using the finite-
element method: Water Resources Research, v. 7, no.
3,p. 611-623.

Pinder, G. F., and Frind, E. O., 1972, Application of
Galerkin’s procedure to aquifer analysis: Water Re-
sources Research, v. 9, no. 1, p. 108-120.

Pinder, G. F., and Gray, W. G., 1977, Finite-element simu-
lation in surface and subsurface hydrology: New York,

DISTANCE, iN FEET



Academic Press, 295 p.

Trescott, P. C., 1975, Documentation of finite-difference
model for simulation of three-dimensional ground-
water flow: U.S. Geolgoical Survey Open-File Report
75-438, 32 p.

Trescott, P. C., and Larson, S. P., 1977, Solution to three-
dimensional ground-water flow equations using the
strongly implicit procedure: J ournal of Hydrology, v.
35, p. 49-60.

Zienkiewicz, O. C., 1977, The finite-element method (3d
ed.): New York, McGraw-Hill, 787 p.

OF ACRE-FEET PER YEAR

EVAPOTRANSPIRATION , IN THOUSANDS

© Q Q o Q

< e} © ~ o]

o o o o} o

= - - - -
YEAR

Figure 10. Simulated ground-water use by phreatophytes.

Three-Dimensional Simulation of Free-Surface Aquifers by Finite-Eiement Method 67



Measurement of Reaeration by the Modified Tracer
Technique in the Wabash River Near Lafayette and

Terre Haute, Indiana

By Charles G. Crawford

Abstract

The modified tracer technique was used to measure
reaeration in the Wabash River at streamflows ranging
from 65 to 210 cubic meters per second near Lafayette
and Terre Haute, Indiana, as part of a series of multidis-
ciplinary studies on the Wabash River in cooperation with
the Indiana State Board of Health. Chemically pure grade
ethylene was used as the tracer gas, and rhodamine-WT
dye was used as the dispersion-dilution tracer. Ethylene
was bubbled into the water at rates of 362.5 to 580 grams
per minute through a series of 20 to 32 porous flat-plate
diffusers.

Injection efficiencies for the ethylene were estimated
to range from 16 percent when the diffusers were sub-
merged in 0.8 meter of water to 64 percent when the
diffusers were submerged in 3.4 meters of water. The in-
jection efficiency was highly correlated with the depth of
the overlying water. Rates of recovery of the rhodamine-
WT dye ranged from 83 to 98 percent and were lowest at
the highest streamflows.

Reaeration coefficients measured in a 29.7-kilome-
ter-long reach near Lafayette, Indiana, at streamflows of
65 and 97 cubic meters per second were 1.2 and 0.8 per
day at 20 degrees Celsius. Reaeration coefficients mea-
sured in a 21.8-kilometer-long reach near Terre Haute,
Indiana, at streamflows of 95 and 210 cubic meters per
second were 1.4 and 1.1 per day at 20 degrees Celsius.

None of the equations commonly found in the liter-
ature predicted reaeration coefficients similar to those
measured for the Lafayette and Terre Haute reaches of
the Wabash River. The average prediction error for 10
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